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THE NEW HRIBF RECOIL MASS SPECTROMETER |

PERFORMANCE AND FIRST RESULTS
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Dissertation under the direction of Professors J. H. Hamilton and A. V. Ramayya

For more than 15 years recoil mass spectrometers have served as an important tool for nuclear

structure and decay studies. This dissertation documents the newest addition to the family of these

devices: the Recoil Mass Spectrometer (RMS) housed at the Holi�eld Radioactive Ion Beam Facility

(HRIBF) of Oak Ridge National Laboratory. The HRIBF RMS is a new generation device that

combines a momentum achromat in front of the traditional components of a recoil mass spectrometer

to give higher beam rejection (particularly in inverse reactions), higher mass resolution, and more

space around the target and focal plane for multi-detector arrays. This dissertation shows how the

RMS �ts into the context of existing devices, provides a detailed description of the RMS in terms

of its ion optics, and describes the e�orts to commission the RMS both in terms of calibration

and in terms of characterizing its performance. This dissertation demonstrates the power of the

HRIBF RMS as a mature research tool by discussing some of the work carried out with the device.

Emphasis is placed on proton emission studies including two particular cases of this work: the study

of the odd-odd proton emitters 150Lu and 146Tm. For 150Lu a new short-lived proton transition was

identi�ed, while for 146Tm new proton transitions were identi�ed possibly from the population of

excited states in 145Er.
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CHAPTER I

THE ROLE OF RECOIL MASS SPECTROMETERS IN NUCLEAR SPECTROSCOPY

A wide variety of experimental tools facilitate the study of nuclear structure physics. Recoil mass

spectrometers are one of the �eld's more versatile devices. The environment these instruments pro-

vide makes possible highly selective, highly sensitive experiments needed to tackle the challenging

problems of modern day nuclear spectroscopy. When combined with the appropriate detector sys-

tems, recoil mass spectrometers provide the high channel selectivity needed to study nuclei very

far from stability which are weakly populated in nuclear reactions. This dissertation will docu-

ment the commissioning and performance of one particular device | the Recoil Mass Spectrometer

(RMS) at the Holi�eld Radioactive Ion Beam Facility (HRIBF) of Oak Ridge National Laboratory.

This powerful new generation recoil mass spectrometer was initiated at Vanderbilt University about

twelve years ago. The RMS was designed by a collaboration between Idaho National Engineering

Laboratory, Texas A. & M. University, and Vanderbilt University. [1]. Financial support to pur-

chase the RMS came from the Georgia Institute of Technology, the Idaho National Environmental

and Engineering Laboratory, Louisiana State University, Oak Ridge Associated Universities, Oak

Ridge National Laboratory, the State of Tennessee, the University of Maryland, the University of

Tennessee, the U. S. Department of Energy, and Vanderbilt University. The RMS is the central com-

ponent of the HRIBF nuclear structure experimental end station. The research results presented

here will demonstrate the contribution that this new device is already making to just one area of

nuclear structure physics.

This �rst chapter provides a brief introduction to the science of nuclear structure. It discusses

the role played by recoil mass spectrometers in this science. It introduces the HRIBF RMS and

shows what makes this next generation device stand apart from its predecessors.

Chapter II provides a detailed look into the workings of the HRIBF RMS by exploring the device

in terms of ion optics. Chapter III reports on how the RMS was commissioned by describing its

calibration and performance. Chapter IV illustrates the performance of the RMS as a powerful new
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tool for nuclear spectroscopy by discussing its use in the study of two proton emitting nuclei (150Lu

and 146Tm) and by presenting the results of this research.

Nuclear Structure

The task before us | understanding a new manifestation of an experimental tool and evaluating

its performance | demands at least an overview of the �eld it serves: nuclear structure physics. We

briey look into the issues and questions that drive the �eld and then sketch the approaches used

to grapple with those questions.

Goals

The Chart of Nuclides serves as a road map to the known nuclei by providing a concise sum-

mary of their vital statistics. While symbolizing the progress of nuclear structure physics which

is characterized by the meticulous collection and assembly of data sometimes involving strenuous

experimental e�ort, the chart does not convey the spirit that drives the �eld. What drives the �eld

is much more than merely the search for another box on the chart, a better lifetime measurement,

or a more complete level scheme. The purpose of this section is to show how the �eld of nuclear

structure takes its place among the other disciplines of human inquiry by in some way addressing

the question of who we are by understanding the world in which we live.

According to our current conception of the universe, there are four fundamental forces governing

the interaction of matter with matter: the gravitational force, the electromagnetic force, the weak

force, and the strong force. What is truly amazing is not how much we know about these forces,

but how little we know about one of them: the strong force. Our ignorance about the strong force is

particularly profound in the context in which the interaction most commonly manifests itself | in

the nucleon-nucleon interaction within the many body system of the nucleus. The science of nuclear

structure physics is one �eld with the task of addressing this fundamental question.

The thousands of isotopes, with their rich variety of phenomena to be measured and studied,

give us many approaches to the di�cult challenge of understanding the strong interaction. While

much progress has been made, there is much work yet to do. Not only have we not yet begun to

exhaust the countless ways of applying the many phenomena of nuclear structure to gain access
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into the mystery of the strong force, but also we have not yet even conquered the full territory in

which these phenomena manifest themselves. The gaping hole in the Chart of Nuclides between the

studied nuclei and the neutron drip line o�ers the promise of many new phenomena and insights

through studies of nuclear matter under new extremes in the proton/neutron (Z=N) ratio. As our

experimental capabilities progress, the nuclear worlds we can explore extend to systems farther and

farther from stability. As we push our investigation into such nuclei, perhaps some e�ect that is too

weak to be measured in the known nuclei, yet crucial to unwrapping the mystery of the strong force,

will manifest itself. As we approach nuclei at the extremes, who knows what part of the behavior

we observe in nuclear matter will change, what part will stay the same, what new behavior we will

uncover, and what all of this can tell us about the strong interaction.

Another fundamental conception about our universe that we can explore in the realm of nuclear

spectroscopy is quantum mechanics. Each isotope provides a unique laboratory for studying the

interplay of quantum mechanical observables. The study of nuclear matter give us the chance to

gain new insights into the formalism of quantum mechanics. The nucleus is a unique quantum many

body system with too many particles to be treated on a one-by-one basis and too few to apply

quantum statistics. Perhaps one day these systems can give us the insight into what lies behind this

formalism.

Another area of human inquiry addressed by nuclear spectroscopy is the �eld of nuclear astro-

physics. By making careful measurements of the half-lives of nuclei far from stability, of the existence

of isomers, and of reaction cross-sections, not only do we probe the mechanisms powering far away

stars, but we also learn more about our own home planet by understanding how the abundances of

elements we observe here were generated in stellar processes.

The study of nuclear structure may also have much more immediate and practical consequences

for humanity. Our capability to model complex systems will perhaps more than anything else de�ne

the next revolution in the progress of our civilization. Not only are computational techniques a

necessary tool for building an insight into the science of nuclear structure, but also the computational

challenges presented by nuclear structure provide a fertile ground for exploring and expanding the

limits of computational science. The challenge of modeling the nuclear many-body system on a

nucleon-by-nucleon basis provides an expandable system just at the limits computational modeling
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capability. Larger nuclear systems are complex enough to be beyond our present computer modeling

capability, yet simple enough to be within reach of the near-term advances of our computational

ability. These systems o�er a rich variety of observable phenomena; the ability of models to predict

these phenomena can serve as a stringent test of the success or failure of our attempts to apply new

computational resources. Meanwhile, our attempt to model nuclear systems could turn out to be

the exercise that leads to the crucial insights into understanding the strong force. More complete

and precise data to feed these models is necessary for progress to continue; likewise, the models help

guide and inspire new measurements.

It is clear that the study of nuclear structure is pursued as an area of basic research without an

eye to the technologies it could spawn. However, basic nuclear research has had an enormous impact

through new technologies on diverse �elds of human endeavor ranging from medicine to defense to

art. There is no way to guess how the nuclear structure discoveries of today will shape the human

society of tomorrow. Two possible future technologies which could rest on present day research

e�orts are -ray lasers and the transmutation of high-level radioactive waste into less hazardous

waste with energy production as a byproduct.

General Overview of Experimental Techniques

The study of nuclear structure requires collecting the results of many laborious measurements.

Fortunately, each attempt to learn new details about the nuclei can be fascinating not only because

of the insight such details can o�er into the fundamental questions, but also because of the sheer

pleasure from the intellectual challenge of applying the ever evolving experimental tools to over-

coming the ever increasing technical demands. This section shows how nuclear structure research

�ts into the more general context of nuclear physics. It also reviews in very general terms how it is

possible to extract data from nuclei that allow us to address the questions that ultimately drive this

research.

There are currently three major types of experimental nuclear physics work funded by the U. S.

Department of Energy. One arena for research is the Relativistic Heavy Ion Collider (RHIC) located

at Brookhaven National Laboratory. The mission of this facility is to explore nuclear matter in the

realm of high temperature and density produced in the collision of 100 GeV beams of heavy ions.
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Researchers hope to discover and study a new phase of nucleonic matter where the nucleons are no

longer identi�able as separate entities. This Quark-Gluon Plasma (QGP) is believed to have existed

in the early universe immediately after the Big Bang.

Another arena for nuclear science work is the Thomas Je�erson National Laboratory. This

facility's research is based on a high-intensity 4 GeV continuous beam of electrons. This beam

serves as a probe for nuclear matter at the sub-nucleonic level.

A third arena for nuclear research is in the context of interactions produced with low energy

beams of ions or heavy ions. Three of the Department of Energy Laboratories pursuing this work

are the ATLAS Accelerator Facility at Argonne National Laboratory, the 88 Inch Cyclotron Facility

at Lawrence Berkeley National Laboratory, and the Holi�eld Radioactive Ion Beam Facility at

Oak Ridge National Laboratory. Another major laboratory pursuing this work is the National

Superconducting Cyclotron Facility at Michigan State University which is funded by the National

Science Foundation. In addition, there are several smaller university-based centers funded | for

example, one at Yale University and another at the University of Washington. It is in this arena

that nuclear structure research takes place.

The nuclei of interest are short-lived and, thus, are not available in our natural environment.

These short-lived nuclei must therefore be produced directly in reactions or as the result of the

decay of nuclei that are often even more short-lived than the nuclei being studied. The ways to

gain information about the structure of nuclear systems include: observing their de-excitation from

high energy states; observing how they behave as projectiles or targets in reactions (by measuring

things like cross-sections, excitation functions, and reaction modes); observing how they decay (by

examining such things as the types of decay, the half-lives, the energies, and the branching ratios);

and measuring isotopicmasses. The excited states studied are typically populated promptly following

the creation of the nucleus in a reaction or as the product of a decay.

The usual approach taken by physicists who use low energy ion beams to conduct nuclear struc-

ture research is to direct the beam composed of ions of one isotope onto a target composed of atoms

of some other isotope. As the beam strikes the target, a range of nuclear reaction products are gen-

erated. The reaction products generated depend on the reaction processes that take place. These

reaction processes, in turn, depend on the energy of the beam. Examples of some of these processes
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include fragmentation reactions at higher energies, fusion-evaporation reactions at medium energies,

and Coulomb excitations at lower energies. The experimenter can control the range of isotopes

produced by selecting the beam energy, the beam isotope, and the target isotope. The special ad-

vantages and challenges of using radioactive ion beams to extend the range of accessible isotopes

are addressed in the section beginning on page 29. Photon and particle detectors placed around the

target provide the experimenter with information about the various reactions and reaction products

in the target. Particle detectors are useful only to the extent that the target is thin enough for the

particles released in the reaction to escape from the target.

A problem with this general approach is that if the isotope of interest is produced in a very low

cross-section compared to the other reaction products, it is di�cult to identify the events in the

detectors belonging to the isotope of interest. Another problem is that the large fraction of beam

particles that do not induce reactions can also generate uninteresting events that ood the detectors.

The challenge of these studies is to develop ways to deal with these two sources of background events

in order to select out the weakly populated reaction channel of interest. Recoil mass spectrometers

are one of the tools available for meeting this challenge. These devices can assist with both \in-beam

studies" of nuclei produced in reactions as the beam strikes the target and with \decay studies" of

nuclei generated in the reaction or in the decay from short-lived nuclei produced in the target.

Recoil Mass Spectrometers | a Tool for Nuclear Structure Studies

When a beam of heavy ions strikes a thin target with su�ciently high energy to overcome the

Coulomb barrier between the nuclei in the beam and target, not only do nuclear reactions take place

between these nuclei, but also the new nuclei produced in these reactions recoil out of the target.

These \recoils" can be collected and spatially sorted by using a device known as a recoil mass

spectrometer. The environment of spatially separated recoils provided by recoil mass spectrometers

enable highly sensitive, highly selective experiments that allow the study of the structure of weakly

produced nuclei very far from stability. These devices have been used to study nuclei with production

yields of less than 0.001% of the total reaction cross-section. This section provides an overview of

these devices by describing what they do, how they are used with auxiliary detectors to perform

experiments, how they work, and how their performance is characterized.

6



What They Do

A good recoil mass spectrometer should perform two important tasks: (1) separate recoils spa-

tially by their mass-to-charge ratioM=Q, and (2) prevent the beam particles that pass through the

target without reacting from scattering into the focal plane where the recoils are separated. This

section discusses the issues involved with these two jobs; it also shows how recoil mass spectrometers

�t within the context of other types of separators and thin target devices. Details of working recoil

mass spectrometers can be found in References [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12].

Because the HRIBF RMS has so far only been used to study the products of fusion-evaporation

reactions or the decays of such products, the discussion of recoil mass spectrometers in this disser-

tation will be limited to this context. These devices can also be used for other types of work: for

example, reaction studies or to study the products of deep inelastic reactions. Thus, a \recoil" here is

the residual heavy ion that remains after the compound nucleus (formed when a beam nucleus fuses

with a nucleus in the target) de-excites by emitting (or evaporating) particles (protons, neutrons,

and/or �-particles). This residual heavy ion exits the target because of the kinetic energy transfered

to it from the beam particle. Because of the loss or pickup of electrons as they pass through the

target, the recoils emerge with a distribution of atomic charge states Q.

The primary function of a recoil mass spectrometer is to separate the recoils leaving the target

according to their mass-to-charge ratio M=Q. The location where this spatial dispersion of recoils

into groups by M=Q is realized is called the \focal plane". This dispersion generally allows the

identi�cation of recoils within a group by mass; ambiguities can arise, however, because recoils with

di�erent masses and di�erent charge states can have the same value ofM=Q. (Ambiguities in general

are not a signi�cant problem since only a limited range of masses and charge states are populated

within a given reaction.) Figures 1 and 2 show examples from the HRIBF RMS of recoil distributions

observed at the focal plane. No M=Q ambiguities arise in Figure 1, making identi�cation of recoils

in the groups by mass possible; ambiguities in M=Q cause some of the recoil groups in Figure 2 to

overlap, preventing the mass identi�cation of some of the recoils by position alone.

The other primary function of a recoil mass spectrometer is the rejection of scattered beam

particles. The use of thin targets to ensure that the reaction products recoil with the right energy

distribution means that the recoils are completely dominated by the beam particles that pass through
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Figure 1: Sample of the spatial distribution of recoils by M=Q from the HRIBF RMS produced by using
the 60Ni(58Ni, xp yn z�) reaction. The beam energy was 220 MeV and the target thickness was 300 �g/cm2;
the RMS was scaled to accept central ions of 114Te at an energy of 103 MeV and with a charge state of
25.3+. The number of particles observed as a function of position are given by the color code at the upper
right corner of the �gure. As shown by the labels which indicate the masses and charge states of the recoil
groups, the absence of M=Q ambiguities allows the identi�cation of the masses of the recoil groups by their
positions alone. Note the absence of a background from scattered beam events in this data. The gap in the
center of the �gure is an artifact of the data display and does not represent a blind spot in the detector.
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Figure 2: Sample of the spatial distribution of recoils by M=Q from the HRIBF RMS produced by using
the 28Si(58Ni, xp yn z�) reaction. The beam energy was 208 MeV and the target thickness was 400 �g/cm2

(with a 900 �g/cm2 Ta backing placed facing the beam); the RMS was scaled to accept central ions of 84Mo
at an energy of 113.5 MeV and with a charge state of 25.5+. The number of particles observed as a function
of position are given by the color code at the upper right corner of the �gure. As shown by the labels which
indicate the masses and charge states of the recoil groups, the presence of M=Q ambiguities prevents the
identi�cation of the masses of some of the recoils by their positions alone. Roughly 10% of the data in this
plot are from scattered beam events. The gap in the center of the �gure is an artifact of the data display
and does not represent a blind spot in the detector.
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the target without reacting. For the typical beam energies used for reactions at the HRIBF RMS

(in the range of 3 to 5 MeV/A), the target thicknesses are on the order of 1 mg/cm2 or less. The

recoils from fusion-evaporation reactions are concentrated in a fairly small angular range centered

around the initial beam direction of 0�. In order to maximize recoil collection e�ciency, recoil mass

spectrometers must be capable of operating at 0� | the direction in which all of the unreacted

beam particles enter. As they are separated from the recoils, these beam particles scatter o� of

surfaces within the spectrometer with a range of energies and trajectories and can even create new

reaction products which then pass through the device. If even a tiny fraction of these \scattered

beam" events has the right kinematic and charge characteristics, enough will be transmitted to the

�nal focal plane to ood the detectors. The high sensitivity required for observing exotic nuclei at

the focal plane depends very much on the level of beam rejection; if the detectors at the focal plane

are swamped with beam events, the rare \good" events will be lost because of dead time and a high

background.

In contrast to ion-source based, on-line isotope separators, recoil mass spectrometers are in-ight

separators. An on-line isotope separator physically separates nuclei by M=Q which are extracted

and ionized from a thick target where they are produced when a beam of ions strikes the target.

Thus, an extremely useful feature of a recoil mass spectrometer is the short time scale on which it

operates after nuclei are generated in the target. This time scale is determined by the time-of-ight

of recoils through the system | typically on the order of 1 or 2 �s. This feature means that the mass

identi�cation it provides can be applied to the study of very short-lived nuclei. Furthermore, this

short time scale means that it is possible to preserve correlations between prompt events observed

at the target and decay events occurring at the focal plane within a few tens of �s. These timing

advantages are not available in on-line isotope separators because of the time delay involved in

extracting the nuclei produced in the thick target. Another advantage of recoil mass spectrometers

compared to on-line isotope separators is that what enters the spectrometer is not moderated by

intermediate e�ects (thermalization, ionization, sticking, etc.) present with ion sources. Thus recoil

mass spectrometers directly see the nuclei and their kinematic properties resulting from target

reactions. Hence, these devices can be used for nuclear reaction and production studies.

Recoil mass spectrometers are not the only type of in-ight or thin target devices used for studies
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in nuclear spectroscopy. Tagging separators used for fragmentation studies such as the LISE3 [13]

spectrometer at GANIL form another class of spectrometers. Such devices do not so much provide

physical separation of the reaction products based on M=Q, but instead provide complete isotopic

identi�cation of the reaction products by employing the energy loss and time-of-ight techniques

available in the context of the higher energy regime of fragmentation reactions. A drawback of such

devices is that it is di�cult to tag in-beam -ray events observed at the target position because the

high count rate prohibits the use of germanium detectors at the target position.

Another type of in-ight or thin target device is a gas-�lled recoil separator | for example, the

Berkeley Gas-�lled Separator [14] at Lawrence Berkeley National Lab or the RITU [15] separator

at the University of Jyv�askyl�a in Finland. The primary advantage such devices o�er is their high

e�ciency for collecting recoils. The small amount of gas introduced into these devices allows them

to achieve this high e�ciency by equilibrating the recoils which leave the target with a distribution

of charge states into a trajectory based on an average charge state which �ts into the separator

acceptance. These devices are capable of physically separating the reaction products from scattered

beam particles, but they do not provide good mass separation of the reaction products from each

other. Thus, the advantage they o�er over recoil mass spectrometers in terms of collection e�ciency

is o�set by the fact that they cannot provide as high a level of channel selectivity based on the

separation of recoils by mass.

We conclude this introduction to recoil mass spectrometers by examining a result discussed in a

later chapter in terms of how it illustrates spectrometer performance. The case we consider is that

of 150Lu produced in the 96Ru(58Ni,p3n) reaction with a 315 MeV beam and a target thickness of

540 �g/cm2 (with a 2 mg/cm2 gold backing placed facing the beam). The reaction code HIVAP [16]

predicts a total cross-section for �ssion and fusion-evaporation events of �460 mb, for the range of

beam energies (292 - 282 MeV) present in the 96Ru portion of the target. This number is consistent

with the value of 470 mb predicted by the reaction code evapOR [17] at a beam energy of 282 MeV.

The predicted cross-section for the production of 150Lu from HIVAP is �5 �b; this predicted value

is consistent with the estimated value of 3 �b from the experiment. Hence, 150Lu represents 0.001%

of the total reaction cross-section. Given the fact that roughly 2% of the 150Lu events observed were

from a new short-lived proton emitting state, the 150Lu nuclei produced that were in this new state
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(assuming negligible in-ight losses due to decay) represent something like 0.00002% of the total

reaction cross-section.

We can also use these numbers to estimate the amount of primary beam entering the spectrometer

compared to the number of recoils. Taking the total reaction cross-section to be 0.5 barns we get a

reaction rate for the 5 particle nA beam of 5 � 104 events/second. The number of beam particles

entering the target per second for this beam current is 3 � 1010 particles per second. Thus, for

every recoil entering the spectrometer, there are something like 600,000 beam particles also entering

the spectrometer. Despite this large number of beam particles, there was essentially no background

from scattered beam events observed at the focal plane to interfere with the experiment.

The ability to make in-ight separation of recoils by M=Q in a recoil mass spectrometer means

coping with the disadvantages of using a thin target: the need to suppress the resulting scattered

beam, on the one hand and, on the other hand, the low production yields arising from the limited

material in the target and the low beam currents required to prevent target damage. As we shall

see from the detection strategies that in-ightM=Q separation make possible, the gain in sensitivity

can more than compensate for the inconveniences of using thin targets.

High Channel Selectivity Through Auxiliary Detector Systems

TheM=Q separation and beam suppression capabilities alone o�ered by recoil mass spectrometers

cannot provide the high channel selectivity necessary for studying nuclei very far from stability with

production cross-sections lower than around 100 �b. This high sensitivity comes from the detector

systems used together with these devices. This section lists some of the detectors typically used

with recoil mass spectrometers and where they are placed; it discusses some of the strategies used

for combining these detectors to make possible the highly demanding present day experiments in

nuclear structure.

Detectors and Placement

Detectors are typically placed at two locations at a recoil mass spectrometer. One location is

the focal plane where recoils identi�ed by M=Q can be studied by energy loss or radioactive decay.

Another position is surrounding the target to detect the prompt radiation emitted shortly after the
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Figure 3: Three common arrangements of focal plane detectors used behind a recoil mass spectrometer
show how an ionization chamber, a double-sided silicon strip detector, or a moving tape collector with a
detector station might be placed behind a position sensitive detector for di�erent types of experiments.

nuclei are produced. Figure 3 shows a schematic view of three common detector arrangements which

can be used at the focal plane. Figure 4 gives a schematic view of a detector setup that might be

used at the target position.

Perhaps the most critical detector system used with a recoil mass spectrometer is the position

sensitive detector placed at the focal plane to provide M=Q identi�cation and arrival time infor-

mation for the recoils. Even if this detector is not needed in an actual experiment, the position

information it provides is critical for optimizing the spectrometer settings at the beginning of the

experiment. These detectors commonly follow one of two designs. One is a gas-�lled multi-wire

proportional counter; the gas volume is isolated from the high vacuum environment inside the spec-

trometer by thin windows. The other design uses a micro-channel plate to amplify signals from

electrons emitted as the recoils pass through a thin carbon foil extending across the focal plane.
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Figure 4: Arrangement of typical target position detectors at a recoil mass spectrometer showing how
Compton-suppressed germanium detectors for observing -emission, charged particle detectors, and neutron
detectors can be combined in a single setup.

Both of these designs have a high detection e�ciency while at the same time allowing the recoils to

pass on to other detectors placed downstream. Typically these devices detect and transmit better

than 90% of the recoils entering them. The advantage of position sensitive detectors based on the

micro-channel plate design is their capacity to handle higher count rates; however, it is more di�cult

to build such detectors that can cover large focal plane areas.

Other commonly used focal plane detectors include an ionization chamber, a double-sided silicon

strip detector, and a moving tape collector. An ionization chamber can be used to provide Z-

identi�cation of recoils within mass groups based on their energy loss in a gas. These detectors can

be made large enough to accept all of the mass groups entering the focal plane. A double-sided

silicon strip detector (DSSD) [18] can be used to study the decay of implanted recoils by proton or

�-particle emission. A moving tape collector may also be used to accept one or more of the mass

groups. Movements of the tape are used either to prevent long-lived activity from building up in

front of a detector station placed at the focal plane or to transport the activity of the implanted

recoils to a detector station away from the background activity of the focal plane. In the latter case

a moving tape collector system works by stopping recoils from a particular mass group on a section

of movable tape positioned at the focal plane. After some �xed period of time the tape is advanced

so that the portion of tape containing the implants is quickly positioned in front of a detector station

which can collect decay information about nuclei on the tape. As the decay information is gathered,
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a new set of recoils is collected on a fresh section of tape at the focal plane. When the tape advances

again these new implants are moved to the detector station and a new fresh section of tape is moved

into position at the focal plane to collect new recoils. The time between tape movements is optimized

based on the half-life for the activity observed.

Germanium detectors to measure the energies of emitted -rays can be placed either at the

target position or at the focal plane. Anti-Compton shields surrounding the germanium detectors

can be used to veto events in which -rays Compton scatter out of the germanium crystal and

hence give rise to a distribution of energies because the full -ray energy is not deposited in the

detector. An array of charged particle detectors at the target can be used to provide additional

channel selection of events based on the observation of protons and �-particles evaporated from the

compound nuclei formed in reactions. Because not much material is needed for charged particle

detection, these detectors have a small cross-section for absorbing -rays; hence, they can be placed

between the target and the germanium detectors. Neutron detectors placed at forward angles at the

target position can also be used to enhance the channel selection.

Techniques

Recoil mass spectrometer experiments typically employ two general strategies. One strategy is

to set up detectors in the clean environment of the focal plane (clean because of M=Q selection and

the absence of scattered beam) to study the decays of nuclei produced in the target or their isomeric

properties. The use of a DSSD to study the decay of nuclei by proton emission is one example

of the application of this strategy. Within a given mass group from a particular reaction, there is

usually no more than one (odd-Z) nucleus expected to decay by proton emission which is produced

with a su�cient cross section to be observable; thus, the M=Q identi�cation provided by a recoil

mass spectrometer is enough to allow for the unique isotopic assignment of any new decays that are

observed.

Another example of this strategy is the use of germanium detectors at the focal plane to study

the -emission from nuclei within a mass group that have microsecond isomers. These isomers

live long enough to survive the ight time (typically 1 or 2 microseconds) through the recoil mass

spectrometer. A clean spectrum of the isomeric decay is obtained by recording the -rays occurring

15



within a time window of a few tens of microseconds after the arrival of the recoil at the focal plane.

This technique has been used, for example, with the velocity �lter SHIP at GSI to study [19] the

decay of the 3.2 �s isomer in 76Rb. The M=Q separation provided by a recoil mass spectrometer is

usually enough to provide clean conditions for the study of these isomers, since typically not more

than one or two such isomers will be found within any mass group.

Another way to perform decay experiments at the focal plane is to use a moving tape collector to

study the decay of recoils from a mass group. A variety of setups can be used at the detector station

depending upon the type of decay being studied; typical detectors used include germanium detectors

(with and without Compton shields), �-scintillaters, X-ray detectors, and e+/e� pair spectrometers.

The other general strategy employed in recoil mass spectrometer experiments is to use focal

plane detectors to tag events of interest observed at the target. One technique involves using the

germanium array at the target position together with the position sensitive detector and ionization

chamber at the focal plane. The focal plane detectors provide M=Q and Z identi�cation of recoils

to provide isotopic tagging of gamma rays observed at the target. The DSSD at the focal plane

can also be coupled to the germanium array at the target. This arrangement makes it possible to

correlate prompt -rays observed at the target with the known proton or �-emission from an exotic

nucleus, thus enabling an in-beam study of the nucleus. This technique is known as recoil decay

tagging (RDT) [20]. Another idea for tagging prompt target -ray events is to make use of a known

-decaying isomer observed at the focal plane as in RDT.

The selection of detector systems and techniques presented here is not intended to be exhaustive.

The topics discussed are guided by experiments that have actually been done at the HRIBF RMS.

How They Work

The recoils enter a recoil mass spectrometer not only with a range of masses and charges, but

also with a range of angles and energies. A recoil mass spectrometer must disperse these recoils by

their mass-to-charge ratio M=Q alone, and not according to their angles or energies. This section

describes how a recoil mass spectrometer accomplishes this task; it also discusses what happens to

the ood of beam particles that enter the device after passing through the target without reacting.

The mass of a recoil generated in a fusion-evaporation reaction of course depends on the number
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Figure 5: Arrangement of electric and magnetic elements in a split electric dipole mass separator. Also
shown is the typical location of the primary beam dump in normal kinematic reactions.

of particles evaporated from the compound nucleus produced in the collision. The charge state of

the recoil depends upon how many electrons are stripped from or picked up by the nucleus as it

leaves the target and on whether there is signi�cant decay of an excited state by internal conversion.

The angle with which a recoil leaves the target depends not only on the impact parameter of the

collision that produces it but also on the number, type, and direction of the particles evaporated in

the reaction. The angle is also a function of the target thickness and the depth the recoil is formed in

the target because of multiple scattering within the target. The energy with which a recoil leaves the

target depends on how many particles are evaporated in the reaction and their directions; it is also

a function of the depth within the target at which the recoil is formed. A recoil mass spectrometer

is a collection of ion-optical bending and focusing elements; these elements are arranged to make

use of the fact that the recoils are charged and moving in a vacuum to separate and focus them as

a function of their mass-to-charge ratio.

The speci�c arrangement of elements usually used to provideM=Q separation is known as a \split

electric dipole mass separator". This arrangement consists of two electric dipoles and a magnetic

dipole arranged as shown in Figure 5. The electric dipoles disperse recoils of a given charge state

entering the device according to energy. The magnetic dipole disperses these recoils according to

momentum. The magnetic dipole is matched to the electric dipoles in such a way that the energy

dispersion it produces exactly counteracts the energy dispersion produced by the electric dipoles.

The net e�ect is that recoils of a given charge state are dispersed at the �nal focal plane according to

their masses alone| recoils of the same mass, even though they have a range of energy values, end up

at the same position at the focal plane. (Equations describing the function of magnetic and electric
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dipoles will be presented in the discussion of ion optics in Chapter II.) Magnetic focusing elements,

typically quadrupole doublets, are placed between the target and the triple dipole arrangement and

again between this arrangement and the focal plane to provide geometric focusing of the recoils at

the focal plane, to control the image size and dispersion observed at the focal plane, and to enhance

the solid angle acceptance from the target.

The very high beam rejection capability that allows recoil mass spectrometers to be used at

0� arises from the use of the two separate electric dipole elements instead of only one. For most

reactions, since the charge-to-mass ratio M=Q for charge states of the primary beam is su�ciently

di�erent from recoils, the beam particles have no way to enter the focal plane directly. The source

of beam background in the focal plane is instead from beam particles that scatter or make reactions

on the interior surfaces of the spectrometer. Since the beam particles have higher rigidity than the

recoils, they strike the anode of the �rst electric dipole producing a forward spray of reaction products

and elastically scattered beam particles with a broad energy distribution. (The location where the

beam strikes the spectrometer wall is called the \primary beam dump" and varies depending upon

the reaction used to produce the recoils of interest. Figure 5 shows one possible location of the

primary beam dump.) The magnetic dipole then selects only a window in momentum/charge of the

scattered particles which it passes to the second electric dipole. For many reactions the additional

dispersion provided in turn by the second electric dipole can be enough to prevent the scattered

particles reaching it from scattering further into the focal plane.

Other Devices

This section briey describes some of the recoil mass spectrometers from around the world used

for research in nuclear spectroscopy. This discussion provides a context for understanding the unique

characteristics of the new HRIBF RMS at Oak Ridge National Laboratory.

The �rst device to employ the split electric dipole mass separator design is the Recoil Mass

Spectrometer (RMS) [6, 7] located at the University of Rochester's MP tandem Van de Graa�

laboratory. In addition to the three dipole elements, this machine has a quadrupole triplet behind

the target and another quadrupole triplet before the focal plane to control the spatial focusing of

the recoils. This device clearly demonstrated the success of the strategy of using two electric dipoles
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to achieve excellent beam suppression. The �rst experiments using the M=Q identi�cation of recoils

at the focal plane as a tag for target -rays to enhance channel selectivity were performed at the

Rochester RMS. (See, for example, References [21, 22].)

Another important spectrometer is the Recoil Separator (RS) [23] originally located at the Nu-

clear Structure Facility at Daresbury Laboratory. This device, however, is not a typical recoil mass

spectrometer because it does not employ the usual split electric dipole arrangement. Instead it uses

a pair of velocity �lters to reject the beam; these velocity �lters are coupled to a dipole magnet

to eliminate the velocity dispersion of the recoils and, hence, to achieve M=Q dispersion. What

makes this device noteworthy is its role in pioneering important additional detection techniques

used with recoil mass spectrometers. These strategies include the use of an ionization chamber for

Z-identi�cation of target -rays (see, for example, References [24, 25]), use of a strip detector at

the focal plane [18], and recoil decay tagging [20]. The device is currently located at the Holi�eld

Radioactive Ion Beam Facility at Oak Ridge National Laboratory where it serves as the centerpiece

of the facility's experimental nuclear astrophysics program.

Two other spectrometers based on the split electric dipole design are the recoil mass spectrom-

eter [8, 9] at the Laboratori Nazionali di Legnaro (LNL) in Italy and the Fragment Mass Analyzer

(FMA) [10, 11] located at the ATLAS accelerator facility at Argonne National Laboratory. Both of

these devices were designed with the bene�t of experience gained from the Rochester RMS. Presently

the FMA is coupled to the GAMMASPHERE germanium detector array providing the most selective

device in the world for in-beam studies.

Performance Characteristics

It is not feasible to build a recoil mass spectrometer with reasonable M=Q dispersion that can

accept the full ranges of masses, energies, charges, and angles for the recoils produced in a reaction.

Thus, the design of the device must incorporate trade-o�s between how the various acceptance

windows are optimized in order to match the general kinds of experiments planned for the device

and the operating conditions at the facility where the machine will be used. This section discusses

the �gures of merit commonly used to evaluate and compare the performances of these devices.

In an experiment with a recoil mass spectrometer, the �eld settings of the device are speci�ed in
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terms of the mass, the energy, and the charge state of a \central ion" that best represents the recoils

of interest. It is thus possible to adjust the positions of the energy and M=Q acceptance windows

to suit the reaction used and the needs of the experiment by making the appropriate choice for the

central ion used to scale the device. Energy acceptance and M=Q acceptance values are used to

quantify the ranges of recoils around the central recoil values that can pass through the device.

Recoil mass spectrometers do not have a sharply de�ned energy acceptance window. The fraction

of recoils passed drops from a maximum value at the central recoil energy setting used to de�ne the

spectrometer scaling to zero at some energy values above and below the central energy setting. The

full-width-half-maximum (FWHM) of this distribution of energies is usually taken to be the energy

acceptance range for the spectrometer.

There are several ways to probe the spectrometer energy acceptance experimentally. One way is

to use 180� Rutherford scattering of beam particles to knock out target nuclei into the spectrometer.

These reactions create a mono-energetic beam of recoils that �ll the angular acceptance with a rather

at angular dependence. A germanium detector placed at the target to detect -rays from Coulomb

excitation can be used to normalize the counts observed in the focal plane over uctuations of the

beam current. Another essentially mono-energetic probe for exploring the energy acceptance can

be obtained by passing a low intensity beam through a thin carbon foil at the target position to

split the beam particles that pass through the target without reacting into a distribution of charge

states. Since the count rate from charge states at the upper and lower tails of the distribution

will be low enough not to overload the focal plane detectors, the spectrometer can be tuned to

accept these charge states directly into the focal plane. Particles from the low intensity beam have

a very narrowly de�ned angular spread and thus do not �ll the spectrometer's angular acceptance.

With either of these probes the response of the spectrometer can be explored over an energy range

either by varying the beam energy or by changing the central recoil energy setting used to scale

the spectrometer. Another way to get a feel for the energy acceptance of a spectrometer is to use

the fusion-evaporation recoils from a reaction and to vary the spectrometer's central recoil energy

setting. (In this case it does not really make sense to change the beam energy because e�ects arising

from the �xed target thickness and from the changing cross sections for di�erent reaction channels

can be confused with the response of the spectrometer to energy changes.)
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The �nite energy acceptance of recoil mass spectrometers means that it is crucial to choose the

thickness of targets used for experiments appropriately to maximize the yield of reaction products

while keeping the energy spread of the recoils within the energy acceptance of the device.

The �nite spectrometer M=Q acceptance together with the fact that recoils have a charge state

distribution means that only a part of the recoils of a speci�ed mass can be collected at the focal

plane. The most probable charge state in the distribution for an isotope typically contains up to 20%

of that isotope. Thus, a recoil mass spectrometer with an M=Q acceptance large enough to collect

two or even three charge states of a particular mass has an obvious advantage over devices that

can only collect one charge state. Making use of more than one charge state of a mass at the focal

plane can be a bit more tricky, perhaps requiring ba�es at the focal plane to block the uninteresting

intervening mass groups or perhaps requiring converging focal plane optics to �t the di�erent charge

states onto a small focal plane detector. The transmission drops o� for mass groups approaching the

edge of the M=Q acceptance window because a larger fraction of the recoil trajectory and energy

ranges from these groups end up being collimated by apertures within the spectrometer than is the

case for mass groups at the center of the acceptance window. Measuring the M=Q acceptance is

straight-forward | it is simply a matter of identifying the mass groups appearing at the focal plane.

The intensity of a mass group appearing at one of the edges of the M=Q acceptance window (at

one of the edges of the focal plane) can be reduced down to a few percent of the value observed if

the spectrometer is scaled to bring the group into the center of the M=Q acceptance window. The

values quoted for a recoil mass spectrometer'sM=Q acceptance account only for the range of masses

appearing in the focal plane; they do not necessarily imply that all the masses within the range

appear with a strong enough intensity to be useful.

Mass resolution is a measure of the quality of the mass separation provided by a recoil mass

spectrometer. For a given device, this number can vary from experiment to experiment depending

on such things as the size and shape of the beam spot, the thickness and uniformity of the target,

and on how the reaction used �lls the energy and angular acceptances of the spectrometer. Mass

resolution is de�ned asM=�M : �M is the width of a mass group on the axis along which the mass

groups are dispersed;M is the distance of the center of the same mass group from the point where a

recoil of zero mass would appear (calculated assuming a uniform spacing between the mass groups).
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Mass resolution is determined simply by projecting the distribution of recoils observed at the focal

plane onto the axis of dispersion and reading o� channel numbers for peak positions and widths. If

the position of recoils observed at the focal plane varies as a function of the position in the direction

perpendicular to the axis of dispersion | for example, if aberrations in the optics produce mass

groups which are curved into crescent shapes | this method will result in a mass resolution value

that is lower than what can actually be achieved with the device. (For most applications, all that

really matters is that the mass groups are well separated, not that they are also distributed along

vertical lines.) The number calculated for mass resolution is rather sensitive to judgment calls about

peak positions and peak widths.

Mass dispersion is a measure of the size of the mass group distribution observed at the focal

plane; it does not reect the quality of the mass separation. It is de�ned as the distance along the

dispersion axis per percent change in mass. In most devices the dispersion can be adjusted to suit

the arrangement of detectors used at the focal plane.

Angular acceptance is di�cult to measure because the only way to de�ne the solid angle accep-

tance physically is to place slits between the target and the spectrometer. As discussed in Refer-

ence [7], however, slits placed near the target area can lead to uncontrolled beam scattering which

can ood the focal plane. The e�ective angular acceptance for a spectrometer can be adjusted by

tweaking element settings | in particular the settings of the elements nearest the target (typically

quadrupoles) which are most responsible for gathering the recoils from the target.

Another aspect of recoil mass spectrometer performance worth investigating is the beam rejection

capability| especially since this capability is one of the de�ning characteristics of what these devices

do. Unfortunately, the beam rejection ability is hard to quantify because it can vary dramatically

from reaction to reaction. One way to measure the beam rejection is to place an empty target

frame at the target position and observe how many events make it to the focal plane for di�erent

spectrometer settings. This approach does not really reect how the spectrometer will actually

perform in a reaction because the beam entering the spectrometer is not split into a charge state

distribution and is not distributed into an angular spread from multiple elastic scattering in the

target as it would be for a reaction. (This method can also serve as a check of beam quality; if

the beam has a halo, beam particles in this halo scattered from the target frame can make their
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way into the focal plane.) Perhaps the use of a thin carbon foil at the target position to split the

beam into a distribution of charge states would provide a more realistic test of the beam rejection

performance. Another approach which uses an actual reaction to study beam rejection is to employ

an energy measuring device at the focal plane (for example, an ionization chamber or a DSSD) which

can distinguish between the recoils and scattered beam events based on the observed energy.

The single number people most want to know in the discussion of a recoil mass spectrometer's

performance is its e�ciency for transmitting recoils. However, recoil transmission depends on too

many factors external to the spectrometer design, such as the reaction kinematics (inverse, symmet-

ric, or normal), the reaction channel (neutron, proton, or � evaporation), and the target thickness.

Transmission e�ciency is therefore not a good �gure of merit to describe a device's performance.

It only makes sense to talk about the transmission e�ciency of a device in the context of a speci�c

reaction channel from a speci�c reaction.

Inverse Reactions

We now consider the special advantages and challenges o�ered by inverse reactions in the context

of recoil mass spectrometers; this is an important issue for understanding the signi�cant improvement

o�ered by the HRIBF RMS.

An \inverse" reaction is one in which the nuclei of the beam ions are more massive than the

nuclei in the target. We will refer to reactions where the beam ions are lighter than the target nuclei

as having \normal kinematics". A \symmetric" reaction is one in which the beam ions have about

the same mass as the target nuclei. The primary advantage of using inverse reactions with a recoil

mass spectrometer is that collection e�ciency for recoils from inverse reactions is much higher than

for recoils from the corresponding normal reactions. This higher collection e�ciency is particularly

true for �-particle evaporation channels. The improved recoil transmission comes about because the

kinematic properties of the recoils from inverse reactions are better matched to the spectrometer

acceptances than those of recoils from normal reactions; this phenomenon is referred to as \kinematic

focusing".

Kinematic focusing results from the much higher energy of the recoils from inverse reactions; this

higher energy arises not only from the much higher beam energy required to open the desired reaction
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channel than for the corresponding normal reaction, but also because of the increased momentum

transfered to the recoil from the more massive projectile. The higher recoil energy means that

particle evaporation leads to a smaller spread in the recoil energies and angles. Thus, the recoils do

not get knocked out of the spectrometer acceptance windows as easily. The higher recoil energy also

means that multiple scattering in the target does not cause as much angular spread of the recoils.

The higher recoil energy also results in a higher recoil charge state distribution which means that

more charge states can �t into the �xed spectrometer M=Q acceptance window. The smaller recoil

energy spread allows a thicker target to be used in the reaction to increase the production yield

while still matching the spectrometer energy acceptance window.

An example discussed in Reference [1] illustrates the dramatic increase in the count rate for

an isotope observed at the focal plane anticipated from the use of inverse reactions. The example

compares the production of 70Kr from the normal reaction 58Ni(16O,4n) at E(16O) = 80 MeV to that

from the corresponding inverse reaction 16O(58Ni,4n) at E(58Ni) = 290 MeV. For a spectrometer

with an angular acceptance of 10 msr, an energy acceptance of �10%, and an M=Q acceptance of

�5%, the 70Kr count rate will be nearly a factor of 500 greater for the inverse reaction (assuming

the target thickness is increased so that the energy spread of the recoils due to the target thickness

�lls the energy acceptance of the device).

Another crucial advantage o�ered by inverse reactions is that energy loss detectors used for

Z-identi�cation of recoils at the focal plane work more e�ectively with the resulting high velocity

recoils. In many cases, experiments that require such recoil Z-identi�cation are only possible with

an inverse reaction.

There is, of course, a price to pay for the dramatic advantages of using inverse reactions with recoil

mass spectrometers. Inverse reactions are much more demanding on the performance of recoil mass

spectrometers from the standpoint of beam rejection than are normal reactions. In inverse reactions,

the kinematic properties of the recoils are much more similar to those of the beam particles entering

the spectrometer than is the case for normal kinematic reactions. Thus the beam particles reach

much farther into the spectrometer and the chance for signi�cant amounts of these to scatter into

the focal plane increases dramatically. The problem becomes more severe for more inverse reactions:

the more negligible the mass of the target nucleus is compared to the mass of the projectile, the
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more similar the kinematic properties of the recoils are to those of the beam particles.

As discussed earlier, in normal kinematic reactions, the location of the primary beam dump is on

the anode plate just inside the entrance of the �rst electric dipole as shown in Figure 5. For inverse

reactions the beam dump location shifts towards the exit of the �rst electric dipole; in more inverse

reactions, the higher charge states of the beam even make it all the way through the �rst electric

dipole. For beam charge states making it all the way past the �rst electric dipole to scatter instead

o� the anode of the second electric dipole, the role of the second dipole as a secondary dispersive

element to stop scattered beam particles from reaching the focal plane is defeated. In the most

extreme cases, charge states of the beam can �t directly into the spectrometer M=Q acceptance

window; the spectrometers discussed so far have no defense against this situation other than the use

of selective, physical blocking of the a�ected parts of the focal plane.

The HRIBF Recoil Mass Spectrometer

We now turn our attention to one recoil mass spectrometer in particular | the Recoil Mass

Spectrometer (RMS) of the Holi�eld Radioactive Ion Beam Facility (HRIBF) at Oak Ridge Na-

tional Laboratory. The quality that distinguishes the HRIBF RMS from its predecessors is its

enhanced beam suppression capability. This capability makes the RMS well suited for use with in-

verse reactions where kinematic focusing leads to greater recoil transmission e�ciency and is needed

for use at a radioactive ion beam facility.

Introduction

The RMS consists of two distinct optical components. In addition to the mass separator portion

which makes use of the usual split electric dipole arrangement to provide M=Q dispersion of the

recoils, there is also a momentum achromat to provide enhanced beam suppression. The RMS is

composed of 14 element: two electric dipoles (E1 and E2), three magnetic dipoles (D1 { D3), seven

magnetic quadrupoles (Q1 { Q7), and two magnetic sextupoles (S1 and S2) arranged as shown in

Figure 6. The ight path through the device from the target position to the focal plane where the

recoils are dispersed according to M=Q is 25 m. The recoil time-of-ight through the RMS varies

depending on the reaction but is typically on the order of 2 �s. (The recoil time-of-ight for other
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Figure 6: A schematic view of the HRIBF Recoil Mass Spectrometer. The beam enters the target shown at
the top of the �gure from the left. The recoils are dispersed according to their charge-to-mass ratio M=Q at
the focal plane. The device consists of two electric dipoles (E1 and E2), three magnetic dipoles (D1 { D3),
seven magnetic quadrupoles (Q1 { Q7), and two magnetic sextupoles (S1 and S2).
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recoil mass spectrometers is less because they have shorter ight paths.) The momentum achromat

extends from the target position to the location labeled \achromatic focus" and includes elements

Q1 through Q5. The mass separator extends from the achromatic focus to the focal plane and

includes elements E1 through Q7.

The most striking physical di�erence between the RMS and other machines is the large size of

the dipole elements in the mass separator. The large electric dipole radius of curvature (6 m) gives

the RMS a much higher electrical rigidity than other machines without increasing the electric �eld

needed for the dipoles. (The RMS can accommodate recoils with an electric rigidity up to 15 MeV/Q

compared to 9 MeV/Q for the FMA.) This high rigidity is essential for use with inverse reactions |

recoils from inverse reactions have a much higher energy and, hence, typically a much higher electrical

rigidity than recoils produced in reactions employing normal kinematics. A consequence of the longer

plates in the electric dipoles, however, is a smaller energy acceptance.

Details about the design and expected performance of the RMS are given in Reference [1]. The

RMS is designed to have a large solid angle acceptance compared to its competitors. The calculated

solid angle acceptance is 13 msr compared to 8 msr for the FMA. (All FMA information quoted

here is from Reference [11].) The FMA value presumably gets worse with the use of the germanium

array GAMMASPHERE because of the need to increase the distance between the target position

and the FMA to accommodate GAMMASPHERE. The RMS value corresponds to an opening angle

from the center of the beam spot of �30 mrad (�1:7�) in the horizontal direction and �115 mrad

(�6:6�) in the vertical direction. The RMS is designed to accommodate a beam spot size of�0:25 mm

(horizontal)� �1:0 mm (vertical). A ray tracing calculation (see Figure 15 in Reference [1]) suggests

an energy acceptance for the RMS of �9% FWHM dropping to zero transmission at �15%. (The

energy acceptance quoted for the FMA is �20%.) The M=Q acceptance for the RMS suggested by

ray tracing calculations (see Figure 14 in Reference [1]) is somewhere in the range of �3 to �4%.

(The FMA M=Q acceptance is quoted to be �7%; however, Figure 8 from Reference [11] suggests

an M=Q acceptance closer to �3:5%.) The mass resolution M=�M predicted for the RMS is as

high as 1050. (The FMA mass resolution is 340.)

The size of the focal plane, as de�ned by the size of the position sensitive detector used to observe

the recoil positions there, is 36 cm horizontally by 10 cm vertically. (The FMA focal plane is 15 cm
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horizontally � 3 cm vertically.) RMS settings can be used to adjust the size, shape, and dispersion

of the mass groups. A typical size (FWHM) for the mass groups as measured in the symmetric

reaction of a 58Ni beam on a 60Ni target is 1 cm wide by 2 cm high. (See Figure 1; the scale is

2 channels/mm in both the horizontal and vertical directions.) The spacing between mass groups

in this reaction was 3.5 cm, and the mass dispersion was 40 mm/%. (For the FMA the typical mass

dispersion is 10 mm/%.)

One distinguishing feature of the RMS is the large distance of 75 cm between the target position

and Q1 and the large image distance of 93 cm from Q7 to the focal plane position. These distances

allow for the placement of GAMMASPHERE at either the target or the focal plane positions with

minimal modi�cations to the array and allow for the array to be incorporated without needing to

make changes that compromise the RMS performance. (The FMA has an original design value for the

image distance of 30 cm | variable over �50 cm | and for the object distance of 30 cm [11].) The

large RMS beam line height of 81 inches was also chosen to make it easy to couple GAMMASPHERE

to the spectrometer.

Beam Rejection

The momentum achromat gives the RMS signi�cantly enhanced beam rejection compared to its

predecessors. This section explains how this beam suppression is achieved.

In the momentum achromat the magnetic dipole D1 acts to create a focal plane in which particles

leaving the target are dispersed by momentum; this focal plane is located inside quadrupole magnet

Q3. (See Figure 6.) Dipole D2 is matched to counter the momentum dispersion induced by D1, thus

creating an achromatic focus in front of the entrance to the mass separating section of the RMS.

This achromatic focus can be thought of as a virtual target for the mass analyzer

The key to understanding how the momentum achromat provides beam rejection is to consider

what happens at the Q3 focal plane. For normal kinematic reactions the Q3 focal plane is not

important. In such reactions the primary beam dump location is inside of D1. This situation is

much better than for other recoil mass spectrometers where the beam particles are stopped inside

the �rst electric dipole corresponding to E1 of the RMS. (See Figure 5 and the discussion of beam

rejection in normal split electric dipole mass separators beginning on page 16.) In the RMS the fact
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that the beam dump is much farther away from the focal plane and is separated from it by a 90�

bend makes it much more di�cult for scattered beam events to reach the �nal focal plane.

For inverse reactions, the higher charge states of the beam have a low enough rigidity to exit D1

along with the recoils. Thus, they pass through the Q3 focal plane, and progress deep within the

spectrometer (even into E2) before scattering. The RMS, therefore, can have the same problems

with scattered beam reaching the �nal focal plane that other devices have. The Q3 focal plane,

however, makes possible a strategy for stopping beam particles not available in other devices. This

strategy even works for charge states from the most extreme inverse reactions which �t directly into

the �nal focal planeM=Q acceptance | charge states against which other machines have no defense

other than placing collimators at the focal plane.

Because of the narrowly de�ned momentum of the beam particles originating from the tandem

accelerator, charge states of the beam entering the RMS can be focused into very narrow vertical

spots inside the Q3 focal plane. The recoils, on the other hand, leave the target with a wide spread in

energy and mass as a consequence of the reactions that produce them; they thus do not have a well

de�ned focus in the Q3 focal plane, but instead are distributed across it more-or-less uniformly. It is

therefore possible to use thin metal rods, called \�ngers", at the Q3 focal plane to intercept charge

states of the beam while having a minimal impact on the transmission of the recoils through the

spectrometer. The \virtual target" provided by the RMS momentum achromat to the mass analyzer

thus has the advantage over the real target that the beam particles have already been eliminated.

Use With Radioactive Ion Beams

The RMS was designed for use in a stable heavy ion beam facility with beams accelerated by two

coupled accelerators: a tandem followed by a cyclotron. During the construction of the RMS the

mission of the Holi�eld facility changed: its new role is to provide beams of radioactive rather than

stable heavy ions. The order of the two accelerators has been reversed; the job of the cyclotron is to

accelerate intense beams (up to 20 �A) of hydrogen or helium ions onto a thick target to generate

radioactive nuclei which are then extracted and separated for acceleration by the tandem. This

section discusses the advantages o�ered by using radioactive ion beams (RIBs) in fusion-evaporation

reactions. It also shows how the features that make the RMS an excellent device for use with stable
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heavy ion beam reactions also make it very well suited to meet the special challenges of dealing with

recoils produced with RIBs.

There are two reasons behind the current interest in using radioactive ion beams to produce

isotopes in fusion-evaporation reactions. The �rst is that RIBs make it possible to generate isotopes

for study not available from reactions with stable beams and targets. The second reason is that the

relative yield is typically much higher for isotopes far from stability in reactions from RIBs even

though these isotopes may also be produced with stable beams; thus, RIBs provide much cleaner

conditions for studying such isotopes.

Several major technical challenges arise from using RIBs that make it di�cult to take advantage

of the bene�ts they o�er, however. One challenge is low beam intensity. Producing and separating

short-lived isotopes for acceleration is currently a great technical challenge; we are just beginning

to learn the many tricks needed to accomplish this task e�ectively. The beam intensity of 108

particles/s currently within reach for RIBs is down by about three orders of magnitude from the

stable beam intensities we have used with the RMS (1011 particles/s � 15 particle nA). Low beam

intensity of course means a low yield of the isotopes produced in reactions from RIBs. So, even

though the need to pull out weakly produced reaction products from a large background of other

reaction channels may not be as great with RIB reactions, highly e�cient and sensitive detection

systems are still required to catch the events of interest even in the strongest reaction channels.

A second technical challenge is the background introduced into the experimental setup from

decaying beam particles. Special care must be taken to prevent the presence of the RIB from

crippling the target area detectors, and good beam rejection is critical to prevent beam particles

from contaminating focal plane detector stations.

A third complication can arise with the use of RIBs if the beam is strongly contaminated with a

stable isobar. In such instances the experimental setup must be capable of coping with and sorting

out events from two sets of reaction products instead of just one.

A recoil mass spectrometer cannot tell and does not care whether the recoils it separates and the

beam it rejects originate from stable or radioactive ions. The features that make the HRIBF RMS

an excellent experimental environment to use with reactions originating from stable beams are even
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more critical for experiments involving RIBs: superior beam rejection together with high sensitivity

and selectivity.
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CHAPTER II

ION OPTICS OF THE RMS

In the �rst chapter we explored the important role that recoil mass spectrometers play in the

science of nuclear structure. We also began examining the HRIBF RMS in order to understand its

capabilities compared to other mass separators. The purpose of this chapter is to provide a more

detailed description of how the RMS works from the point of view of ion optics.

Designing and operating a device with fourteen elements which must work together and which

are independently adjustable can be a daunting task. The only reasonable way to develop a full

understanding of a device as complicated as the RMS and to optimize its performance is through

detailed simulations by using ion-optical codes. It is not the intention of this section, however, to

describe these e�orts. The goal rather is to provide enough background for understanding how the

fruits of such e�orts came about. This section also provides the qualitative understanding of the

device and a discussion of details necessary to bring it into operation.

Notation

The motion of a particle through an ion-optical element is de�ned relative to a reference path

called the optic axis. The optic axis through an electric or magnetic dipole is a circular arc de-

�ned by the radius of curvature of the dipole. For all other elements used in the RMS (magnetic

quadrupoles and sextupoles), the optic axis is a straight line along the element's axis of symmetry.

The components of the RMS are arranged so that if straight lines are used in the �eld free regions

between the elements to join their optic axes, the optic axis of the RMS is a single smooth line in a

horizontal plane.

Figure 7 illustrates how the position and trajectory of a particle in an ion-optical system can

be represented in terms of the coordinates x, y, z, �, and �. The z-axis of the coordinate system

is a horizontal line that lies along (or tangent to) the optic axis. Within any plane perpendicular

to the optic axis, the position of a particle is described with respect to two axes: the x-axis is the

horizontal line that passes through the optic axis, while the y-axis is the vertical line that passes
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Figure 7: The coordinate system used to describe a particle trajectory. The �gure illustrates the coordinates
(x1; �1; y1; �1) of an ion at some point before entering an ion-optical device and the coordinates (x2; �2; y2; �2)
at some point after leaving the device. The z-axis lies along the optic axis of the device.

through the optic axis. A particle's location in the system is thus de�ned in terms of its position z

along the optic axis and in terms of its distances x and y away from the optic axis. The particle's

direction of motion at any point is given in terms of the angle � its trajectory makes with respect

to the yz (vertical) plane and the angle � with respect to the xz (horizontal) plane. Figure 7 shows

an example of the coordinates (x1; �1; y1; �1) of a particle entering an ion-optical device and the

coordinates (x2; �2; y2; �2) of the particle leaving the device.

The �eld settings of the RMS elements are determined with reference to a \central ion" having

some particular energy E0, charge state Q0, and mass M0 which enters the RMS along the optic

axis (x0 = y0 = z0 = �0 = �0 = 0). The energy of an arbitrary ion is speci�ed in terms of the central

energy E0 by using the fractional value �E. The mass-to-charge ratio of an arbitrary ion is speci�ed

in terms of the central value M0=Q0 by using the fractional value �m. The electric and magnetic

�eld settings needed for the RMS elements are determined by requiring that the trajectory of the

central ion follows the optic axis.
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Figure 8: Schematic diagram of a magnetic dipole showing (a) top view and (b) side view. Within the
magnet the optic axis lies along the circular arc BC de�ned by the magnet's deection angle  MD and radius
of curvature RMD. In the �eld-free regions at the entrance and exit of the dipole, the optic axis lies along
the straight line segments AB and CD. The entrance and exit shim angles " provide vertical focusing to
enhance transmission of ions through the dipole.

RMS Components and How They are Scaled

This section provides an introduction to the di�erent ion-optical components used within the

RMS: magnetic dipoles, electric dipoles, magnetic quadrupoles, and magnetic sextupoles. It also

gives a derivation of the simple relations used to calculate and scale the �elds of these components.

Magnetic Dipoles

As illustrated in Figure 8 the deection angle  MD and the radius of curvature RMD de�ne the

dimensions of a magnetic dipole. In the �eld-free regions at the entrance and exit of the dipole, the

optic axis lies along the straight line segments AB and CD, while within the dipole it follows the

circular arc BC. Another important design parameter of a magnetic dipole is the vertical separation

dMD between the poles. A larger gap makes it easier to get ions through the magnet, but also requires
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more current to produce a given �eld. It is possible to create a vertical focusing e�ect which enhances

the transmission of ions through the dipole by rotating the �eld boundary by an angle " about the

vertical line passing through the optic axis at the entrance and exit of the dipole. The presence

of this shim angle introduces a horizontal component in the fringing �eld which acts to create a

component of force directed towards the central horizontal plane for particles above and below the

central plane. The three RMS magnetic dipoles all deect particles in the horizontal plane and are

all designed to the same speci�cations. They each have a deection angle of 50.0�, a 1.400 m radius

of curvature, and entrance and exit shim angles of 15.0�.

For a magnetic dipole the correct �eld setting B is the one which causes a central ion entering

the magnet to follow the circular optic axis as it passes through the element. Within the dipole,

the velocity v0 of the central ion is directed perpendicular to the magnetic �eld. Thus, by equating

the centripetal force (arising from the interaction of the magnetic �eld on the moving ion) to the

centrifugal force, we have

Q0v0B =
M0v

2
0

RMD

: (1)

Hence,

B =
M0v0
Q0RMD

=
p0

Q0RMD

=

p
2M0E0
Q0RMD

(2)

where p0 is the momentum of the central ion. Once the �eld value is determined for some particular

central ion, the �eld needed for any other central ion value can be determined simply by scaling

according to Equation 2:

B / p0
Q0

/
p
M0E0
Q0

: (3)

Note that the magnetic dipole �eld equations have been derived by assuming non-relativistic dy-

namics. At the beam and recoil energies in use with the RMS, it is not necessary to worry about

relativistic corrections.

For particles entering a dipole along the optic axis with the same charge state Q = Q0 as the

central ion, but with a momentum p > p0, it is clear from Equation 2 that the �eld B will be too

weak to deect the particles enough to follow the optic axis. Similarly, the �eld B will be too strong

and hence provide too much deection for particles with a momentum p < p0. Thus a magnetic

dipole disperses ions of a given charge state according to their momentum p, or more generally it
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Figure 9: Top view of an electric dipole showing the radius of curvature RED, the deection angle  ED, and
the gap between the electrodes dED. Within the dipole the optic axis lies along the circular arc BC, while
in the �eld-free regions at the entrance and exit, the optic axis lies along the straight line segments AB and
CD.

disperses ions according to their momentum-to-charge ratio p=Q.

The ions entering an ion-optical system can be described in terms of their response to magnetic

�elds by using a quantity called the magnetic rigidity kM . This quantity is de�ned as:

kM =
ME

Q2
: (4)

It is of course possible for ions with di�erent values of M , E, and Q to have the same magnetic

rigidity value. As Equation 2 shows, such particles entering a magnetic dipole along the same

trajectory will follow the same path through the dipole.

Electric Dipoles

An electric dipole consists of two parallel electrodes bent along cylindrical surfaces as shown in

Figure 9. The radius of curvature RED, the deection angle  ED, and the gap dED between the

electrodes de�ne the dimensions of an electric dipole. In the �eld-free regions at the entrance and

exit of the dipole, the optic axis lies along the straight line segments AB and CD, while within the

dipole it follows the circular arc BC. Unlike in a Wien �lter, where the deection of the central ions
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from the electric �eld is counter-balanced by a crossed magnetic �eld, the electrodes of an electric

dipole must be curved instead of at to keep the central ions moving along a path perpendicular to

the electric �eld lines. The two RMS electric dipoles are both designed to the same speci�cations:

a deection angle of 20.0�, a 6.000 m radius of curvature, and an electrode gap of 10.0 cm. They

deect ions in the horizontal plane.

For an electric dipole the correct �eld setting E is the one which causes a central ion entering

the dipole to follow the circular optic axis as it passes through the element. Thus, by equating

the centripetal force (arising from the interaction of the electric �eld on the moving ion) to the

centrifugal force, we have

Q0E = M0v
2
0

RED

: (5)

Hence,

E = 2E0
Q0RED

: (6)

Once the dipole �elds are determined for some particular central ion, they can be determined for

any other central ion value simply by scaling according to Equation 6:

E / E0
Q0

: (7)

Again it is not necessary to worry about relativistic corrections.

For particles entering an electric dipole along the optic axis with the same charge state Q = Q0

as the central ion, but with an energy E > E0, it is clear from Equation 6 that the �eld E will not be

strong enough to keep the particles following the optic axis. Similarly, the �eld E will be too strong

and hence provide too much deection for particles with an energy E < E0. Thus an electric dipole

disperses ions of a given charge state according to their energy E, or more generally it disperses ions

according to their energy-to-charge ratio E=Q.

The ions entering an ion-optical system can be described in terms of their response to electric

�elds by using a quantity called the electric rigidity kE . This quantity is de�ned as:

kE =
E

Q
: (8)

It is of course possible for ions with di�erent values of E, and Q to have the same electric rigidity
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Figure 10: Side view of (a) an x-focusing magnetic quadrupole and (b) a y-focusing quadrupole. The optic
axis is directed into the page at point O.

value. As Equation 6 shows, such particles entering an electric dipole along the same trajectory will

follow the same path through the dipole.

Magnetic Quadrupoles

Figure 10 shows side views of a magnetic quadrupole energized to provide x-focusing (a) and y-

focusing (b). The optic axis is a straight line perpendicular to the plane of the �gure and is directed

into the page at point O. The important physical dimensions de�ning the properties of a quadrupole

are the distance between the poles (also called the bore diameter) dQ | see Figure 10(b) | and the

e�ective length of the quadrupole along the optic axis LQ. For a given current setting, a quadrupole

has a weaker �eld near the optic axis (dropping to zero at the optic axis) and a stronger �eld in the

horizontal and vertical directions away from the optic axis. As can be seen from the �elds shown in

Figure 10(a) by applying the right-hand force rule for charged particles moving in a magnetic �eld,

particles entering in the horizontal plane containing the optic axis (y = 0) experience a force directed

towards the optic axis. Charged particles entering this quadrupole in the vertical plane containing

the optic axis (x = 0) experience a force directed away from the optic axis. Similar arguments show

why a quadrupole energized as shown in Figure 10(b) provides focusing in y and defocusing in x.

Two or more quadrupoles that are alternately x- and y- focusing must be used in sequence to create
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a net focusing in both the x- and y- directions. The particles that are defocused in one quadrupole

are directed into a region of higher �eld in the next quadrupole and, hence, experience a stronger

focusing force that over-compensates the defocusing e�ect of the �rst quadrupole.

The RMS employs quadrupole doublets to provide focusing. The three doublets contain the

element pairs Q1{Q2, Q4{Q5, and Q6{Q7. Quadrupoles Q2, Q3, Q4, and Q6 are x-focusing and

Q1, Q5, and Q7 are y-focusing in the original RMS design. All quadrupoles have a bore diameter

dQ of 20.32 cm. Elements Q1, Q5, and Q6 have an e�ective length LQ of 45.72 cm while Q2, Q3,

Q4, and Q7 have an e�ective length of 60.96 cm. The poles of Q3 are split into two parts along the

axial direction which are energized by a single set of coils. The 10 cm gap provides access to the

focal plane in the center of the magnet for placing the �nger system.

Because the �eld at the optic axis of a magnetic quadrupole is zero independent of the setting of

the current, the strategy of using the inuence of the �eld on the trajectory of central ions does not

provide a way of determining the proper �eld setting for quadrupoles as it does for dipoles. Instead,

the proper quadrupole �eld setting for a given central ion value must be determined from modeling

codes and from experimental observations based on the optimization of various focusing conditions

and the minimization of aberrations. However, once these �elds are determined by meeting some

set of criteria for a given central ion value, the corresponding �elds required to meet the same set

of criteria for any other central ion value are obtained simply by scaling according to the same

relation 3 used for setting the magnetic dipoles.

Magnetic Sextupoles

The six poles of a magnetic sextupole are arranged as shown in the side view given in Figure 11.

The three shaded poles are energized to have a polarity opposite to that of the unshaded poles.

The optic axis is a straight line passing into the page at point O through the center of the device

and perpendicular to the plane of the �gure. Since sextupoles are used to correct aberrations of

second order (see the discussion below), there is no simple way to conceptualize how they work.

The two RMS sextupoles have a bore diameter of 20.32 cm and an e�ective length of 30.00 cm;

they are energized with the same polarity. As with the quadrupoles, the proper �eld settings

for the sextupoles for a given central ion value are obtained by using optical modeling codes and
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Figure 11: Side view of a magnetic sextupole. The optic axis is a straight line perpendicular to the plane
of the �gure passing through the device at point O. Adjacent poles are energized to have opposite polarity
as indicated by the shading in the �gure.

experimental observations. Once the proper sextupole �eld setting is found for a given central ion

setting, the proper �eld setting corresponding to any other central ion setting is found simply by

scaling the �elds according to relation 3.

Modeling the RMS

The discussion up to now has only considered the e�ect of idealized ion-optical elements on

central ions. Life quickly becomes complicated even for ions entering a device along the optic axis

but with M 6= M0, E 6= E0, or Q 6= Q0 or for ions that have the central mass, energy, and charge

but which do not follow the optic axis. Most ions passing through a recoil mass spectrometer, of

course, not only enter not along the optic axis but they also di�er in mass, charge, and/or energy

from the central ion. The only reasonable way to design an ion-optical device as complicated as

the RMS and to optimize its performance is in terms of an understanding of the device achieved

by using models provided by computer codes. The present discussion on how devices such as the

RMS are modeled also provides a further introduction to the language used to describe ion-optical

systems.

The heart of any ion-optical code is how the di�erent kinds of elements are modeled. A complica-

tion present for each of the RMS elements is the existence of fringing �elds at the entrance and exit
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of the element. Ion-optical codes generally treat these fringing �elds by using some sort of approx-

imation. One approach for handling fringing �elds is the construct of an e�ective �eld boundary.

An e�ective �eld boundary is an imaginary boundary at which the �eld rises discontinuously from

zero on the side away from the element to the full �eld value inside the element. The position of the

e�ective �eld boundary is chosen so that the e�ect of the resulting idealized element is equivalent to

the e�ect of the actual element with its fringing �eld. Field clamps, also called fringing �eld shunts,

can be used to help de�ne the position of the e�ective �eld boundary, as well as to make the fringing

�eld drop o� more sharply away from the element so that the fringing �elds are not as vulnerable to

distortion from the presence of nearby magnetic or conducting surfaces. Field clamps are positioned

around the element entrance and exit and consist of pieces of iron for magnetic elements and of

conducting surfaces for electric dipoles. Only the electric dipoles in the RMS employ �eld clamps.

In addition to providing for the usual ion-optical elements such as dipoles and quadrupoles,

ion-optical codes make use of a \drift region" element to represent the �eld-free regions between

elements. An inherent limitation of any modeling approach is the ability to simulate in terms of an

idealized model real ion-optical elements with their manufacturing or alignment imperfections. This

section discusses two approaches commonly used to model ion-optical systems.

One approach uses matrices to represent ion-optical elements and vectors to represent the tra-

jectories and physical properties of ions at an element's entrance and exit. Reference [26] provides

a thorough discussion of this approach. The action of a series of elements on a particle trajectory is

simply given by the result of a matrix multiplication.

This approach can be illustrated by using a very simple idealized example. Consider a hypothet-

ical ion-optical device whose only function is to operate on the horizontal trajectory of a particle

described by the variables x and �. The trajectory of the particle

0
B@

x2

�2

1
CA as it leaves the device

will be given in terms of the trajectory

0
B@

x1

�1

1
CA it has entering the device by

0
B@

x2

�2

1
CA =

0
B@

(x=x) (x=�)

(x=�) (�=�)

1
CA

0
B@

x1

�1

1
CA : (9)

where the 2�2 matrix represents the device. From this matrix equation, the position x2 of a particle
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leaving the system is given as

x2 = (x=x)x1 + (x=�)�1 (10)

The condition for a spatial focus here is that the matrix element (x=�) = 0; as Equation 10 states,

this condition ensures that the �nal position x2 is only a function of the initial position x1 and not of

the initial angle �1. The matrix element (x=x) here gives the image magni�cation produced by the

device represented by the matrix. If j(x=x)j < 1, then the image will be smaller than the object. If

j(x=x)j > 1, then the image will be larger than the object. If (x=x) < 0, the image will be inverted.

The vectors and matrices used to represent the particle trajectories and elements in a real device

such as a recoil mass spectrometer will, of course, have many more terms. These terms include

ones such as (x=�m) and (�=�E) that take into account the fact that recoils have a spread in mass,

charge, and energy about the central values M0, Q0, and E0. The condition for a horizontal spatial

focus in a recoil mass spectrometer is (x=�) = (x=�) = 0, and the condition describing the fact that

the recoils are not dispersed horizontally according to energy is (x=�E) = (�=�E) = 0. The mass

dispersion along the horizontal axis is given by the term (x=�m). The matrices representing the

ion-optical devices in a mass spectrometer can be simpli�ed by using the fact that the �elds are

symmetric about the horizontal plane and the fact that the devices are non-accelerating.

The terms in the matrices representing ion-optical elements are referred to as aberrations. In

the design phase of an ion-optical system a wide range of options is available for controlling the

values of the aberrations. These options include the types of elements used in the system, how they

are arranged, and their physical dimensions. Once an ion-optical system is in place, however, the

options for adjusting the aberrations are limited to changes in the �eld settings of the elements.

A limitation of using matrices to represent ion-optical elements is that the matrices are based

on mathematical approximations; the way to include higher order terms of the approximation is

to include them explicitly as terms in the vector representing the particle trajectory and in the

matrices representing the elements. Typical higher order terms a�ecting mass resolution in a recoil

mass spectrometer are (x=��E) (a second order term) and (x=��2) (a third order term).

Another approach generally taken to model the trajectory of an ion through the system is to

calculate the trajectory point-by-point in terms of the forces experienced by the ion as it passes
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through the system. In this approach, called ray tracing, an ion-optical device is modeled simply

in terms of the magnetic or electric �eld it produces. A particle ends up where the forces direct it

based on its initial trajectory; one can calculate any aberrations from the system's e�ect on a set of

particles with some standard initial trajectories.

The RMS was designed and has been implemented with the help of both a matrix code and a

ray tracing code. The matrix code GIOS [27] was used not only to work out the initial general

RMS design, but also to help calibrate and optimize the settings of the magnetic quadrupoles and

sextupoles. The ray tracing code RAYTRACE [28] was used to �nalize the RMS design as well as

to calculate its expected performance. The notation given here to de�ne aberrations and particle

trajectories follows the RAYTRACE conventions.

A Qualitative View of the RMS Optics

Although the results of detailed optics calculations are an absolutely essential part of the design

and implementation of a system as complex as the RMS, a qualitative insight into the ion-optics is

just as crucial for understanding the system and making it work. A qualitative view not only provides

a context to motivate and guide the ion-optical modeling, but this view also gives a perspective which

protects against getting lost in the details of these calculations and which gives a way to link the

results back to the real device. This section attempts to establish a general insight into the RMS

ion optics by discussing three topics: (1) the role played by groups of elements within the system

and how they work together to achieve the overall design objective; (2) the factors which a�ect the

positioning of mass groups at the focal plane; and (3) how to anticipate the presence of scattered

beam particles at the focal plane.

Element Functions

The function of the E1{D3{E2 mass separator arrangement, the heart of the RMS, has already

been described in the discussion of Figure 5 which begins on page 17. A general overview of the

function of the momentum achromat portion of the RMS was given in the section describing the

RMS beam rejection which begins on page 28.

The Q1{Q2 doublet controls how recoils from the target are collected. These magnets determine
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the horizontal focus of the beam charge states at the �nger focal plane in the center of Q3. The

vertical role of this doublet is to optimize the recoil transmission through the momentum achromat

by allowing as many recoils as possible to make it through the narrow 11 cm vertical gaps in D1

and D2.

The dipole D1 provides dispersion in p=Q that separates the beam charge states in the �nger

focal plane. The dipole D2 counters the p=Q dispersion of D1 to create the achromatic focus in front

of E1. The quadrupole Q3 provides energy matching of the recoils reaching the achromatic focus.

This magnet is the least critical component of the RMS; the RMS can still function even with Q3

turned o�. The setting of Q3 does a�ect the vertical transmission through the momentum achromat

portion of the RMS. (See Report #2, August 7, 1995, from Reference [29].)

The Q4{Q5 doublet determines the horizontal focus in the �nal focal plane | that is, the overall

RMS resolution; this focus is set by allowing the position of the achromatic focus to vary along the

drift region between Q5 and E1. The vertical task of this doublet is to optimize the transmission

through the mass separator section of the RMS by �tting recoils through the aperture created by the

11 cm vertical gap in D3. The setting of this pair has a minimal impact on other RMS properties

such as the M=Q acceptance and second order aberrations.

The Q6{Q7 doublet controls the dispersion of the recoils leaving the mass separator. This doublet

also controls the vertical spread of recoils entering the focal plane and subsequent detectors.

The magnetic sextupoles S1 and S2 are for eliminating the second order kinematic aberrations

(x=�E�E) and (x=��E) that a�ect mass resolution. There is no easy way to conceptualize how they

are used since they each couple to several aberration coe�cients. The sextupoles are absolutely

essential to maintaining reasonable mass resolution.

Position of Mass Groups at Focal Plane

Figure 1 is a good example of how the RMS separates recoils into groups byM=Q as observed at

the focal plane. The �gure shows the focal plane as viewed looking downstream from Q7 | that is,

from the point of view that the ions have before entering the focal plane. In terms of the coordinate

system presented in Figure 7, the x-axis is directed to the left, the y-axis is pointing up, and the

z-axis is directed into the plane of the �gure. These same conventions for \left," \right," \up," and
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\down" will be used when discussing the ion distribution at any other point along the RMS optic

axis. The gap in the �gure is an artifact of how the data from the two electrically isolated halves of

the position sensitive detector used at the focal plane are displayed; it does not represent an area of

the focal plane not seen by the detector. The focal plane detector is aligned so that the split at its

center between the electrically isolated halves coincides with the optic axis. Note that the horizontal

axis of the recoil distribution in the focal plane corresponds to M=Q: the mass for a given recoil

charge state increases towards the right while the charge for a given recoil mass increases to the left.

This section discusses three ways of a�ecting the position of the recoils groups at the focal plane.

One way to move the mass groups in the focal plane is by changing the central recoil speci�cation

for the massM0 or the charge Q0. IncreasingM0 will bring a higher mass to the center of the focal

plane, thus shifting the mass groups to the left. Increasing Q0 will bring a higher charge to the

center of the focal plane, thus shifting the mass groups to the right. (As the masses shift left or

right, mass groups will disappear from one side of the focal plane because they fall out of the RMS

M=Q acceptance range while other mass groups will appear on the other side of the focal plane.)

Fractional changes in the values for M0 and Q0 are possible since the magnetic and electric �elds

can be varied continuously, even though ions with, for example, a fractional charge state do not

exist. Changing the central ion energy setting E0 does not a�ect the position of the recoils at

the focal plane since the RMS separates the recoils that enter it independently of their energies.

Shifting masses by making fractional changes to the Q0 setting is the method typically used during

experiments to direct a particular mass group onto a speci�c region of the focal plane | for example

onto a detector or around ba�es used to keep masses not of interest from entering the detectors. No

shifting of the recoils up or down in the focal plane is possible by changing the element �eld settings

because all of the dipoles in the RMS bend ions in the horizontal plane and all of the remaining

elements (assuming that they are aligned properly) are focusing, not bending, devices.

Another way to shift the position of the mass groups at the focal plane is by moving the position

of the beam at the target. Table 1 shows the e�ect that horizontal or vertical changes in the beam

position have on the position of the recoils. The horizontal shift at the focal plane that can be

obtained from a horizontal shift in the beam position at the target is small. Typically, if the beam is

moved enough to shift the masses by more than about half the spacing between adjacent mass groups
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Table 1: Observed e�ect on ion position at RMS focal plane from shift of beam position at target. Although
the position of the peak from the projection of recoil positions onto the focal plane vertical axis does not
shift in response to a vertical shift in beam position, a shift in the symmetry of the shoulders of this peak
is observable.

Beam Position Shift Ion Position Shift
at Target at Final Focal Plane

" " (shoulders)
! !

of a charge state, it will hit the target holder frame and cause a large amount of scattered beam

particles to enter the focal plane. Figure 12 shows that a vertical shift in beam position does not so

much a�ect the center of the vertical distribution of recoils observed at the focal plane as it does the

shoulders of the distribution. Changing the location of the beam at the target is not a reasonable

way to position the recoils at the focal plane in a real experiment; instead, the distribution of recoils

at the focal plane can be used as a diagnostic tool to help decide if the beam is hitting the target

on axis.

Another way to change the horizontal position of recoil groups at the �nal focal plane (or at the

two intermediate focal planes) is by varying the �elds of individual dipoles. This is only ever done

as an exercise to help calibrate the dipole �elds. The e�ect of changing each of the �ve dipole �elds

on the position of recoils at each of the focal planes is summarized in Table 2.

Anticipating the Presence of Scattered Beam in the Focal Plane

This section discusses two approaches useful for understanding the presence of scattered beam in

the RMS focal plane. One approach is to look for charge states of the beam that give rise to M=Q

values that �t directly into the RMS M=Q acceptance. For example, in one run a 100 MeV beam

of 32S was used with a 400 �g/cm2 29Si target. The RMS was scaled to M0 = 56:94 (for 57Co),

Q0 = 16+, and E0 = 44:6 MeV. The only charge state of the beam that gives rise to an M=Q value

in the range from 3.38 to 3.74 (�5% around the central ion value of 3.56) is 9+ with M=Q = 3:56.

Indeed, use of the ionization chamber revealed the presence of low energy events at the same focal

plane position as the 16+ 57Co recoils (also with M=Q = 3:56). Since the charge state of the beam
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Figure 12: Vertical projections of events observed at the focal plane (a) with the beam properly positioned
on the target and (b) with the beam positioned too low. Although the central peak of the projection does
not shift for the two cases, an asymmetric shoulder appears on the low side of the distribution in (b) as a
result of the incorrect positioning of the beam. This data is from the same reaction used in Figure 2.

Table 2: Observed e�ect of changes in dipole �elds on the position of ions observed in the three RMS focal
planes. The focal planes not a�ected by a dipole (because the dipole is down stream from the focal plane)
are marked by \�".

Ion Position Shift in Response to Increasing Dipole Field

Q3 Finger Achromatic Final
Element Focal Plane Focal Plane Focal Plane

D1 !  !
D2 � !  
E1 � � !
D3 � �  
E2 � � !
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entering the target was 5+, these 9+ events arose from beam particles that lost four electrons in the

target. The reason that these beam particles did not completely ood the focal plane is because their

energy (�94 MeV after exiting the target) was so far outside the nominal RMS energy acceptance

of �10% that only a small fraction of them had the right trajectory to make it through the RMS.

These beam particles showed up in the ionization chamber as having less energy than the recoils

because the gas pressure in the ionization chamber was optimized for the recoils and thus was not

high enough to stop the beam particles and absorb their full energy.

Another approach that can be used to anticipate the presence of beam at the focal plane involves

estimating which beam charge states can make it far enough into the RMS to scatter o� the plates

of the electric dipoles. Since all the elements leading up to E1 are magnetic, a range in magnetic

rigidity kM = ME
Q2 (see Equation 4) can be used to determine the beam charge states reaching this

far into the system. A reasonable range for the acceptance of ions in terms of kM is taken to be

�10%; this value is consistent with the �10% RMS energy acceptance (which happens to be limited

by the gap of the electric dipoles) or to a �20% energy acceptance for the magnetic elements (since

the magnetic elements scale according to (kM )2 | see Equations 3 and 4). In the example just

discussed, the resulting range in kM is from 16.6 to 18.3. By this criterion no beam charge states

will make it into the electric dipoles to scatter: the only two charge states for 32S within this kM

range, 17+ and 18+, do not exist. For other cases in which the beam charge states do make it into

the electric dipoles, it is not possible to determine where scattered particles will end up in the focal

plane because the process is so unpredictable.

Implementation

Two features of the RMS control system make it possible to take advantage of ion-optical sim-

ulations to optimize the performance of the spectrometer without requiring any detailed knowledge

about the simulations: knobs and modes. This section describes these features and discusses how

they are implemented.
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Table 3: Summary of the knobs available for adjusting the RMS. Elements which are weakly a�ected by a
knob setting are listed in parentheses.

Knob # Knob Function A�ected Elements

1 mass resolution Q4, Q5
2 vertical transmission through momentum achromat Q1, Q2
3 second order correction (x=��E) S1, S2
4 second order correction (x=�E�E) S1, S2
5 target-Q1 distance Q1, Q2
6 mass dispersion (x=�m) Q6, Q7, (Q4), (Q5)
7 vertical focus Q6, Q7, (Q4), (Q5)
8 vertical transmission through mass separator Q4, Q5, Q6, Q7

Knobs

Perhaps the most critical link between the detailed understanding of the RMS that comes from

simulations made by using ion-optical codes and the day-to-day operation of the RMS is the control

system feature called \knobs". A knob is a mechanism through which it is possible to perform

a minor adjustment or optimization of the RMS without requiring expertise in ion-optics or the

running of an ion-optical modeling code to �gure out how to make the adjustment. Knobs are used

(1) to calibrate the magnetic quadrupoles and sextupoles and (2) to optimize the RMS operation

on a day-to-day basis to match the changing needs from experiment to experiment.

Table 3 lists the currently available knobs and their functions. Each knob is designed to a�ect a

separate observable of the RMS performance. In general, di�erent subsets of the 14 RMS elements

a�ect di�erent observables. For example, the Q1{Q2 doublet determines the vertical transmission

of recoils through the momentum achromat section of the RMS (knob 2), while the Q4{Q5 doublet

determines the vertical transmission of recoils through the mass separator section (knob 8). The

elements a�ected by each knob are also listed in Table 3. The knobs, which are sometimes referred

to as \vectors", are designed to be for the most part non-interfering. It is thus possible to optimize

one observable by adjusting the associated knob without signi�cantly a�ecting other aspects of the

RMS performance.

The knobs for the RMS were designed by Arthur James (see Reports #2, August 7, 1995, #3,

August 6, 1996, #6, August 28, 1996, and #7, September 2, 1996 of Reference [29]) by using the
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matrix code GIOS [27]. Aberrations of third order and higher were ignored in creating the knobs

since no elements in the RMS design provide for control over such e�ects. The RMS control system

implements knobs through user speci�ed settings (that can range from -10.00 to +10.00) and system

de�ned coe�cients. The system de�ned coe�cients determine what elements are a�ected by a given

knob and the relationship between the elements that must be preserved when the knob setting is

changed. A coe�cient of zero for an element means that the element is not a�ected by the knob.

The user speci�ed settings determine the strength of a knob's e�ect | a setting of 0.00 disables the

knob. A more complete description of how knobs are implemented is given in the discussion which

begins on page 55.

How knobs are used in calibrating the magnetic quadrupoles and sextupoles is discussed in the

section beginning on page 58. Knobs provide experimenters a convenient way to select among RMS

observables in order to optimize the device to meet the needs of a particular experiment. RMS

observables a�ected by knobs include such items as transmission e�ciency, mass resolution, and

vertical focus of the recoils at the �nal focal plane. For example, a particular experiment may

require better mass resolution at the expense of transmission e�ciency. Another experiment, using

a small detector placed behind the focal plane PSAC 1, might require a narrow vertical distribution

of recoils to maximize the number of implants on the detector at the expense of mass resolution as

observed in the focal plane PSAC.

The fact that eight knobs have been developed for the RMS can be understood in terms of the

elements contained in the device. Each of the three quadrupole doublets has a knob associated with

its vertical focusing capability (knob 2 for Q1{Q2, knob 8 for Q4{Q5, and knob 7 for Q6{Q7) and a

knob associated with its horizontal focusing capability (knob 5 for Q1{Q2, knob 1 for Q4{Q5, and

knob 6 for Q6{Q7). The remaining pair of knobs | knobs 3 and 4 | are tied to the two sextupoles.

These knobs are used to correct for second order aberrations. An ionization chamber, placed behind

the PSAC, is very useful for adjusting these knobs. Knob 3 is used to correct for the (x=��E)

aberration which shows up as tails in plots of the energy as observed in the ionization chamber vs.

the x position of recoils from the PSAC. This aberration also appears as bad resolution of o� center

1The PSAC is the position sensitive detector used to record the position of recoils entering the focal plane. \PSAC"
is an acronym for \position sensitive avalanche counter".
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masses. Knob 4 is used to correct for the (x=�E�E) aberration which shows up as banana shapes

in plots of ionization chamber energy vs. PSAC x position.

It is possible to develop knobs a�ecting larger collections of elements. For example, a knob

a�ecting the quadrupole doublets Q1{Q2 and Q4{Q5 could be created to adjust the position of the

�nger focal plane inside Q3. Development of knobs is an ongoing process; knobs will be added as

needed.

Modes

When an experimental setup requires large-scale changes in the RMS performance, the knob

control feature does not o�er enough exibility to allow for a good optimization of the RMS. In such

cases, the RMS optics must be re-optimized with the help of one of the ion-optics codes. Examples

of situations requiring such a re-optimization include: changes in target position, changes in focal

plane position, and fundamental changes in the focusing strategy at the focal plane. Once di�erent

optimization schemes are established, it is possible to switch among the available schemes depending

upon the conditions of the experiment. The di�erence between these schemes lies in the way the

quadrupole and sextupole elements of the RMS are scaled with respect to each other. The term

we use to describe one of these fundamental scaling schemes is \mode". The knob coe�cients that

de�ne the proper function of the knobs must be determined separately for each mode. Presently, the

same knobs are available in the di�erent modes, although it is conceivable that in the future some

knobs could be created that are mode-speci�c. Currently, we are working with two modes. More

modes can be developed in the future as the need arises.

The �rst mode is called the diverging mode. This mode essentially follows the original RMS

design presented in Reference [1]. In this mode the position of the focal plane (and, hence, of the

PSAC) is 93 cm after the exit of Q7. The horizontal physical separation of di�erent masses at the

�nal focal plane is maximized while preserving a good mass resolution. The horizontal pro�le in

this mode is such that the mass groups diverge from the optic axis after passing through the focal

plane. This mode is therefore not suited for experiments requiring the collection of recoil groups

with di�erent masses or with the same mass but di�erent charge states in a single small area after

they pass through the PSAC. The bottom frames of Figure 13 show the horizontal (x) and vertical
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Figure 13: Horizontal and vertical projections of the focal plane recoil distributions obtained for the diverg-
ing and converging mass modes. The recoils in the diverging distribution are from the reaction of a 220 MeV
58Ni beam on a 300 �g/cm2 60Ni target with the RMS scaled to a central recoil of 114Te at an energy of
103 MeV and a charge state of 25.5+. The recoils in the converging distribution are from the reaction of
a 120 MeV 32S beam on a 300 �g/cm2 58Ni target with the RMS scaled to a central recoil of 86Zr at an
energy of 38 MeV and a charge state of 17.5+. (The RMS was run in early versions of the diverging and
converging modes | \mode T" and \mode TN", respectively | described in Report #3, August, 6, 1996
of Reference [29]. In both cases the PSAC was positioned 93 cm from the exit of Q7.)

(y) recoil distributions generated in this mode. (Note that here we have adjusted the knobs to give a

narrow vertical focus to deliver as many recoils as possible from the central mass group onto a small

detector placed behind the PSAC.) The diverging mode is the standard mode currently available for

all experiments. Table 4 shows the basic �eld values that de�ne this mode (calculated for a recoil

with a mass of 100 amu, an energy of 100 MeV, and a charge state 10+) and the coe�cients that

de�ne the knobs within this mode.

The second mode is called the converging mode. (See Report #6, August 28, 1996 of Refer-

ence [29]). The goals of this mode are: (1) to deliver as many recoil mass groups as possible to a
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Table 4: Basic �eld values and knob coe�cients for the diverging mode (\mode J" from Report #4, August
6, 1996 of Reference [29]) with a focal plane distance of 93 cm from the exit of Q7. The basic �eld values
listed in the second column are for a central recoil of mass 100 amu, energy 100 MeV, and charge state 10+.
They are stated in units of Tesla for the magnetic elements and in units of kV for the electric dipoles.

Basic
Field

Element Value Knob 1 Knob 2 Knob 3 Knob 4 Knob 5 Knob 6 Knob 7 Knob 8

Q1 {0.6945 0 {0.0165 0 0 {0.0052 0 0 0
Q2 +0.3383 0 +0.0017 0 0 +0.0008 0 0 0
D1 +1.0302 0 0 0 0 0 0 0 0
S1 +0.5300 0 0 +0.0500 {0.0500 0 0 0 0
Q3 +0.3611 0 0 0 0 0 0 0 0
S2 +0.3800 0 0 +0.0492 +0.0499 0 0 0 0
D2 +1.0302 0 0 0 0 0 0 0 0
Q4 +0.2078 +0.0042 0 0 0 0 {0.0005 {0.0006 +0.0037
Q5 {0.2403 {0.0022 0 0 0 0 +0.0003 +0.0003 {0.0120
E1 166.6 0 0 0 0 0 0 0 0
D3 +1.0302 0 0 0 0 0 0 0 0
E2 166.6 0 0 0 0 0 0 0 0
Q6 +0.1169 0 0 0 0 0 +0.0175 +0.0150 {0.0170
Q7 {0.3481 0 0 0 0 0 {0.0100 {0.0253 +0.0289

small area behind the focal plane PSAC (for example, the DSSD) and (2) to preserve mass separa-

tion at the focal plane so that the PSAC can still be used for mass identi�cation. This mode works

by providing a converging focusing solution so that the separated mass groups approach the optic

axis after passing through the focal plane PSAC. In order to use this mode, the polarities of Q6

and Q7 must be switched. In this mode the position of the focal plane (and, hence, of the PSAC)

is 43 cm after the exit of Q7. Development and testing of this mode is still in progress. The top

frames in Figure 13 show the recoil distribution in x and y that an early version of the converging

mode generates. (Note that the PSAC is positioned at 93 cm from the exit of Q7, the focal plane

position for this early version of the converging mode.) The �gure shows that the recoils are spread

over a smaller range in x than for the diverging mass mode. Table 5 shows the basic �eld values

(calculated for a recoil with a mass of 100 amu, an energy of 100 MeV, and a charge state 10+) that

de�ne this mode together with the coe�cients that de�ne the knobs within this mode.
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Table 5: Basic �eld values and knob coe�cients for the converging mode (\mode22" from Report #6,
August 28, 1996, of Reference [29]) with a focal plane distance of 43 cm from the exit of Q7. The basic �eld
values listed in the second column are for a central recoil of mass 100 amu, energy 100 MeV, and charge
state 10+. They are stated in units of Tesla for the magnetic elements and in units of kV for the electric
dipoles.

Basic
Field

Element Value Knob 1 Knob 2 Knob 3 Knob 4 Knob 5 Knob 6 Knob 7 Knob 8

Q1 {0.6945 0 {0.0165 0 0 {0.0052 0 0 0
Q2 +0.3383 0 +0.0017 0 0 +0.0008 0 0 0
D1 +1.0302 0 0 0 0 0 0 0 0
S1 +0.6170 0 0 +0.0500 {0.0500 0 0 0 0
Q3 +0.3665 0 0 0 0 0 0 0 0
S2 +0.4397 0 0 +0.0492 +0.0499 0 0 0 0
D2 +1.0302 0 0 0 0 0 0 0 0
Q4 +0.2140 +0.0042 0 0 0 0 0 0 +0.0037
Q5 {0.2421 {0.0022 0 0 0 0 0 0 {0.0120
E1 166.6 0 0 0 0 0 0 0 0
D3 +1.0302 0 0 0 0 0 0 0 0
E2 166.6 0 0 0 0 0 0 0 0
Q6 {0.3595 0 0 0 0 0 {0.0083 {0.0453 +0.0479
Q7 +0.3333 0 0 0 0 0 +0.0309 +0.0175 -0.0185

54



Selection

Calibrated Field
Values F  C

Recoil Specific
Field Values F  R

Adjusted Basic
Field Values F  A

Basic Field
Values F  B

Knob
Coefficients

k  

Calibration 
Parameters

A, B

Knob

Mode

Settings

0

s  

USER
INPUTSPARAMETERS

SYSTEM

i i

Experimentally Determined

Theoretically Determined

Recoil
Specification

M  , Q  , E  0 0

Figure 14: Summary of calculations performed by the control software to determine �eld settings for the
RMS elements.

Element Scaling Algorithm

Figure 14 summarizes how the RMS control system determines the settings for the individual

elements based on two categories of input. One category is user input to specify the mode, the

central recoil (the ion or its mass, its charge, and its energy), and the knob settings. The second

category of input is the system parameters: the numbers de�ning the modes and knobs, and the

constants de�ning the calibrations of the RMS elements.

The control software starts the calculation with a basic �eld value set which is determined by

the mode selected. The basic �eld values are simply the calculated element settings required to

deliver a distribution of recoils about a central ion value of mass 100 amu, of energy 100 MeV, and
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of charge state 10+ through the spectrometer in a manner that meets the design objective for the

mode. Tables 4 and 5 list the basic �eld values for the diverging and converging modes. These

settings were calculated by using the matrix ion-optical code GIOS [27].

The control software next converts the basic �eld values into adjusted basic �eld values which

take into account any user requested knob settings. For a given element the adjusted basic �eld

value FA is calculated from the basic �eld value FB by using the formula

FA = FB +
X
i

siki (11)

where the index i is the knob number, the si are the user knob settings, and the ki are the knob

coe�cients. Table 4 lists the knob coe�cients for the diverging mode, and Table 5 lists those for

the converging mode.

The control software next converts these adjusted basic �eld values into recoil speci�c �eld

values | that is, the element settings determined not for central recoils of mass 100 amu, energy

100 MeV, and charge state 10+, but for central recoils with the mass M0, energy E0, and charge

state Q0 requested by the user. The magnetic �elds B and the electric �elds E are scaled according

to the relations 3 and 7.

Up to this point all calculations for the element settings are based on theoretical considerations.

The �nal step in the calculations makes use of the experimentally determined calibration parameters

to convert from the recoil speci�c �eld values to calibrated �eld values. The calibrated �eld values are

the element settings necessary to make the device actually perform in accordance with the predictions

from the ion-optical calculations. The calibration parameters were obtained during commissioning

runs as discussed beginning on page 57. For a particular element, the calibrated �eld value FC is

calculated from the recoil speci�c �eld value FR by

FC = A+BFR (12)

where A and B are the system supplied calibration coe�cients.
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CHAPTER III

COMMISSIONING OF THE RMS

In the last chapter we examined the RMS from the point of view of ion optics. This perspective

o�ered not only a deeper qualitative understanding of how the device works, but also an insight

into how the exercise of using computers to model the ion optics has been used in the design and

optimization of the device. In this chapter we delve into the technical issues related to how the RMS

was commissioned: how we have calibrated it and how we have measured its performance.

Calibration

The point in calibrating a spectrometer is to match the actual �eld that results when an element

is set by the control software to the theoretical value used to model the element's performance. The

RMS control software uses measured �elds to determine the element settings. The matching of the

observed to the theoretical �eld values is achieved in the control software through use of calibration

constants which are applied as described in the section starting on page 55. For the RMS the goal of

calibration is to determine these constants. A good calibration essential not only for obtaining the

proper �elds as the RMS is scaled from one central ion value to another, but also for the successful

implementation of new optics solutions based on computer simulations.

Strategies and Tools

Calibrating a device with 14 elements that can be varied independently and which must be

operated together to obtain the observable e�ects needed for making the calibration presents quite

a challenge. Although we have placed much e�ort into calibrating the RMS, the calibration is still

very much an on-going process. Our ability to calibrate the device has evolved as we have enhanced

our control system to incorporate knobs to allow feedback from the ion optical models for doing the

calibrations; as we have built up our experience working with the RMS under di�erent circumstances,

thus learning new strategies for performing calibrations and learning how to read old diagnostics

better; as we have introduced more diagnostic tools to help us with the task; and as we iterate on
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previous attempts to achieve an ever improving calibration.

We have employed three classes of ions for calibrating the RMS: �-particles from a source, low

intensity beams directly from the tandem accelerator, and recoils from fusion-evaporation reactions.

The next three sections describe how the di�erent characteristics of each class of ions were used

to calibrate the RMS. This section provides an overview of the approaches used for calibrating

the di�erent kinds of elements within the RMS; it then describes the diagnostic tools available for

performing the calibrations.

From the standpoint of calibration, the elements of the RMS can be divided into two groups

which require di�erent handling: the dipole elements (both magnetic and electric) and the focusing

elements (the quadrupoles and sextupoles). A correct dipole calibration means that as the dipole

is scaled for di�erent central ion settings, the corresponding ions will follow the optic axis through

the element. (By de�nition, a central ion is one which enters the element along its optic axis |

see page 33.) Thus, the appropriate measured dipole �eld corresponding to a given central ion is

determined by con�rming that the ion remains on the optic axis at any arbitrary point after the

dipole exit. We have used this direct approach to calibrate dipoles D1 and D2 individually. Because

we do not have position diagnostics in place at the exits of E1 or D3, we must use more complicated

approaches to calibrate the E1{D3{E2 combination of dipoles together. Two approaches | one with

�-particles and the other with recoils | are described in the corresponding sections below.

Tuning of the focusing elements cannot be accomplished with the use of central ions. O�-axis

ions must be used because the �eld at the optic axis of these elements is by de�nition zero no matter

what setting is applied. As discussed in the section beginning on page 43 which gives a qualitative

description of the elements, the quadrupoles and sextupoles determine the distribution of o�-axis

particles and thus inuence properties such as focusing and the transmission e�ciency. A thorough

approach to calibrating a focusing element would be to trace the paths of ions before they enter

and then to measure their positions at some point after they exit. This approach, however, requires

three position sensitive diagnostic tools; the two in front of the element must not interfere with the

trajectory of the ion.

The knobs make possible a calibration strategy for the focusing elements which requires a much

less complicated diagnostic setup. Observables a�ected by the focusing elements and by the knobs
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which control these elements include transmission e�ciency, mass resolution, and the distribution

of recoils within the mass groups. As mentioned on page 49 the knobs were designed so that as

long as the initial quadrupole and sextupole �eld calibrations are approximately correct, the knobs

can be used to obtain the proper �eld settings for these elements by optimizing on the basis of the

observables. These observables only appear clearly with ions that �ll the spectrometer acceptances;

thus, to tune the focusing elements with knobs, recoils should be used.

The �elds of the RMS magnets are computer controlled via their current settings and magnetic

�eld readings. Each magnet has a Hall probe mounted onto one of its pole faces; the control software

adjusts the current of the magnet until the desired �eld setting as measured by the Hall probe is

obtained. The magnetic dipoles are adjusted by using 16-bit controls to obtain a �eld setting

accuracy of �0:2 Gauss and maximum �eld settings of around 10,000 Gauss. All other magnets are

adjusted by using 12-bit controls to obtain a �eld setting accuracy of �2 Gauss and maximum �eld

settings of around 8,000 Gauss.

An initial calibration of the magnets was obtained by comparing the �eld vs. current data pro-

vided by the manufacturer (measured along the optic axis) to that resulting from the present place-

ment of the Hall probe on the pole face. This calibration was implemented by applying a linear

correction factor (the constant B in Equation 12) to the requested �eld value. These factors are

listed in Table 6. This calibration was in place before any attempts were made to calibrate with

ions.

The �elds for the electrostatic dipoles are supplied by Cockcroft-Walton high voltage multiplier

stacks powered by high frequency drivers. Each of the two plates in each of the electrostatic dipoles

has its own multiplier stack and driver. Since the �eld settings requested by the computer are sent

to the drivers via 16-bit DACs, the voltage can be set to something on the order of �0:005 kV, given

that the maximum possible �eld settings are 300 kV. The drivers use the current passing through

6 G
 resistor chains from the high voltage end of the stacks to regulate the �eld settings. These

current and the resulting voltage values are sent back to the computer from the high voltage drivers

via 16-bit ADCs. When the electrostatic dipoles are being conditioned to hold high voltages, the

control software uses these values to regulate the process. In normal operation, the control software

monitors these values to prevent conditioning from taking place by dropping the requested voltage,

59



Table 6: Initial magnet calibration factors used to correct for the placement of Hall Probes on the pole
faces of the magnets. These constants were derived from a comparison of �eld vs. current data measured
at the optic axis by Danfysik, the magnet manufacturer, to that obtained from the Hall Probes as they are
presently mounted.

Magnetic Element Scaling Factor

Q1 1.3173
Q2 1.2869
D1 1.0000
S1 1.3931
Q3 1.2744
S2 1.4125
D2 1.0000
Q4 1.2820
Q5 1.2183
D3 1.0000
Q6 1.2823
Q7 1.2914

if necessary. No initial calibration was applied to E1 and E2 other than a hardware calibration

within the high voltage drivers to match them to their stacks.

We have employed a variety of tools for calibrating the RMS. These tools provide information

about the position, distribution, or energy of ions at various locations within the spectrometer. The

most versatile diagnostic tool has been the position sensitive detector at the focal plane called the

PSAC (for position sensitive avalanche counter). The x-position signal from the PSAC gives direct

information on the horizontal position of ions at the focal plane with respect to the optic axis and

is used to determine the RMS M=Q acceptance, mass dispersion, and mass resolution. The two-

dimensional distribution of recoils given by the PSAC is used to reveal the presence of aberrations

in the focal plane image. Changes in the PSAC count rate can be used to optimize the transmission

of recoils through the RMS as well as to infer position information on ions at intermediate RMS

locations as mechanical blocking or collimating devices are inserted and removed. Changes in the

observed position of ions at the PSAC in response to changes in a quadrupole �eld setting can be

used to infer the position of the ions in relation to the optic axis at the quadrupole.

The mini-PSAC is a smaller version of the PSAC which can be used at the �nger focal plane, at

the achromatic focus, or at the �nal focal plane. It has an active area of 6 cm by 6 cm (compared
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Table 7: Position at which �ngers intercept the optic axis inside Q3.

Finger Position (cm)

1 13.41
2 13.35
3 13.36
4 13.45
5 13.45
6 13.40
7 13.55

to the 10 cm vertical by 36 cm horizontal active area covered by the larger PSAC). The mini-PSAC

provides the same information as the larger PSAC. The precise position of the detector with respect

to the optic axis has not been checked at the �nger focal plane location. At the achromatic focus

location, we have veri�ed that the optic axis passes close to the center of the detector.

Another diagnostic tool is the variety of mechanical devices described below for physically block-

ing or collimating ions within the RMS. All of these devices can be introduced and removed quickly

without breaking vacuum.

Four collimators, one pair forming a vertical slit and the other pair forming a horizontal slit, are

located about a meter in front of the target position. The positions of the collimators are adjusted

by means of linear vacuum feed-throughs. A mechanical stop on each collimator marks the position

where it reaches the optic axis. The use of these slits for positioning the beam is described in the

section on beam tuning (see page 68).

The �ngers at the Q3 focal plane provide another mechanical means for checking the position

of ions within the RMS. The location of each of the seven �ngers can be adjusted independently

through the RMS control software. Table 7 list the position at which each �nger crosses the optic

axis.

Another mechanical means for de�ning the position of ions in the RMS is provided by collimators

at the achromatic focus. Either one of two circular apertures can be brought into position centered

about the optic axis | one with a diameter of 1 cm and the other with a diameter of 5 cm.

A possible pitfall of using collimators, �ngers, or apertures is that beam particles scattered from
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an edge of these devices may result in an increased count rate on a downstream detector when in

fact the device is blocking part of the beam. The use of these devices may also lead to confusion if

the distribution of ions is large compared to an opening used to transmit the ions or to a piece used

to block them.

Eventually a beam pro�le monitor will be placed on the beam-line to the RMS just in front of

the target position. Because this monitor will employ a residual gas detection strategy, it will not

interfere with the beam. It can thus be used as a continuous position and intensity monitor.

Another diagnostic tool available is the ionization chamber which is used at the focal plane behind

the PSAC to provide position, energy, and relative energy loss information about the ions which

enter it. In particular, plots of the total ion energy from the ionization chamber vs. the horizontal

ion position from the PSAC are useful in tests with recoils for adjusting the sextupoles with knobs

3 and 4 and for calibrating the mass separator dipoles.

Of course all of these tools are not available at all times. For example, the mini-PSAC at

Q3 means no mini-PSAC at the achromatic focus | it is a non-trivial task to install or remove

this detector. Using the mini-PSAC at the achromatic focus or at the Q3 focal plane prevents

simultaneous use of collimators or �ngers at those locations. Although the mini-PSAC allows most

of the ions it detects to pass through to down stream detectors, it interferes with the ions by

degrading them in energy and by changing their charge states.

Alpha-Particle Tests

One class of ions employed for commissioning the RMS has been �-particles from a radioactive

source. The most obvious advantage of making calibrations with an �-source is that accelerated

beams from the tandem are not needed. In order to be useful, the source must be rather strong |

especially if it is placed behind a collimator to localize the position and the emission angle of the �-

particles. Another advantage of �-particles from a source is that they are mono-energetic; there may

be uncertainty as to the exact energy of the emitted particles, however, depending on how deeply

the activity is implanted into the source substrate. A disadvantage of these ions is that it takes

some care and e�ort to mount and align the source | especially if it is a strong source because of

the radiological control considerations. A disadvantage of a source emitting �-particles with a single
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energy is that it can provide only one calibration point for each element. Even though it is possible

to see �-particles from a source in the 1+ charge state which could be used for a second calibration

point, these ions are not very useful for tests that require a series of measurements because of their

low relative intensity.

We used a 244Cm �-source with a strength of a few tens of �Ci to calibrate the elements of

the RMS before the beam-line from the accelerator was in place. We assumed that the �-particles

emerged from the source with their full energy of 5.805 MeV. We placed the source at two positions

for these tests: at the achromatic focus and at the target position. In each location we aligned the

source along the RMS optic axis by using a 1 mm aperture which also served to collimate the source.

For the electric and magnetic dipoles, the goal of the test was to insure that the �-particles followed

the optic axis as evidenced by the position of the particles observed either on the large PSAC placed

at the focal plane or on the mini-PSAC placed either inside of Q3 or at the achromatic focus. For

the quadrupoles the goal was to adjust the doublets Q1{Q2, Q4{Q5, and Q6{Q7 to minimize the

distribution of �-particles observed while keeping it symmetric horizontally and vertically. We used

�-particles to tune all elements of the RMS except S1, S2, and Q3.

To tune the elements in the mass separator section of the RMS, we placed the source at the

achromatic focus and observed the resulting position of the �-particles on the focal plane PSAC.

We set D3 to its predicted value and sought the E1 and E2 settings that are matched to this value.

The correctly matched pair of electric dipole settings has two characteristics: (1) it delivers the �-

particles to the optic axis at the PSAC, and (2) it directs particles along the optic axis between the

exit of E2 and the focal plane. The test that the second requirement has been met is that no steering

of the particles at the PSAC occurs when we make large changes to the quadrupole settings. To �nd

this correctly matched pair of settings, we mapped out a set of points in E1, E2 space that delivered

�-particles to the optic axis at the focal plane PSAC with Q6 and Q7 turned o�. From this set we

found the pair for which steering of the �-particles with Q6 and Q7 turned on was minimized as is

illustrated in Figure 15. Using this matched pair, we then tuned the Q6{Q7 doublet by minimizing

the spot size.

For tuning D1 we placed the �-source at the target position and the mini-PSAC at Q3. We

found the D1 value that steered the �-particles to the center of the mini-PSAC. We used this same
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Figure 15: Plot of steering quotient vs. E1 values for pairs of E1{E2 values which deliver �-particles to the
optic axis at the focal plane PSAC. The steering quotient is de�ned as the ratio of the number of �-particles
on the left of the optic axis to the number on the right with quadrupoles energized divided by the same
ratio observed with the quadrupoles not energized. A quotient of one thus indicates minimal steering. The
number of events on the left or right side of the optic axis is easily determined because of the construction of
the PSAC: the detector is electrically segmented into two horizontal sections which are positioned on either
side of the optic axis.
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Table 8: Data used for obtaining calibration coe�cients for the mass separator dipoles D1, D2, E1, D3,
and E2 in tests with �-particles. The best �eld values determined experimentally are listed together with
the corresponding theoretical values derived from GIOS calculations. To give a feel for how the �eld values
used for the calibration compare to typical RMS �eld values, the table also lists the theoretical values for a
typical RMS setting used to look at 113Cs recoils.

Calibration Field Value a 113Cs Field Value b

Element Experimental Theoretical Theoretical

D1 (Gauss) 2440.0 2482.96 3870.92
D2 (Gauss) 2445.0 2482.96 3870.92
E1 (kV) 49.20 48.35 58.30
D3 (Gauss) 2482.4 2482.96 3870.92
E2 (kV) 48.54 48.35 58.30

a For an RMS central ion setting of 4He at 5.805 MeV and charge state 2+.
b For an RMS central ion setting of 113Cs at 98 MeV and charge state 28+. These recoils are produced in

the reaction of a 235 MeV beam of 58Ni on a 500 �g/cm2 58Ni target.

con�guration to tune the Q1{Q2 doublet. We moved the mini-PSAC to the achromatic focus for

tuning D2. Using the settings we found for Q1, Q2, and D1, we sought the D2 setting that delivered

the �-particles to the center of the mini-PSAC. We used this setting to tune the Q4{Q5 doublet.

Finally we checked the entire system by allowing the �-particles to pass from the target position

all the way through to the focal plane PSAC, noting that the particles appeared in a localized spot

on the optic axis. Table 8 summarizes the optimum dipole �elds found from these tests. In the

�rst test with recoils, which was made by using only calibration coe�cients obtained from work

with �-particles, we obtained an M=Q dispersed image at the focal plane. The table also lists the

calculated �eld settings for a representative reaction frequently run at the RMS to give a feel for

how the �eld values obtained for the �-particle calibration point compare to the �elds actually used

in a \typical" experiment. This representative reaction was chosen because the beam and target are

easy to use, because it is similar to that used to measure many of the performance parameters of

the RMS (see the second part of this chapter beginning on page 83), and because it produces the

proton emitter 113Cs frequently used to test the DSSD setup.

Note that we made no attempt to optimize the setting of magnet D3. We simply assumed that

the value we started with was the correct one to use. In other words, we assumed not only that

the initial D3 calibration was correct so that we obtained the correct measured �eld setting for
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Table 9: Example of hysteresis in magnetic dipole D3. Setting I was obtained by increasing the current from
zero after \cycling" the magnet. Setting II was obtained by increasing the current from setting I. Setting III
was obtained by dropping the current after the current was raised to its maximum value of 500 A. Setting IV
was obtained by increasing the current from zero after \cycling" the magnet.

Setting Requested Measured Measured �-particle x-position
Current Current Field Centroid at Focal Plane
(A) (A) (Gauss) (channel #)

I 120.96 120.92 2454.4 535
II 122.00 121.96 2475.2 415
III 120.96 120.92 2475.2 391
IV 121.98 121.94 2475.2 416

5.805 MeV �-particles, but we also assumed that the central energy of the �-particles was indeed

the full 5.805 MeV. The consequence of this procedure is that, while E1{D3{E2 were properly tuned

with respect to each other, they were probably tuned for some energy slightly o� of the nominal

value. It is certainly possible to miss the proper energy setting given the fact that the energy

distribution of the �-particles from the source is well de�ned and that the energy acceptance of the

separator is �10%.

In the course of calibrating the RMS with �-particles, we also made some measurements which

show that the magnets can be subject to hysteresis e�ects, even though we are using the measured

�elds and not the currents to set the magnets. Our procedure for the mass separator dipole cal-

ibration was to leave D3 set to a particular value and to match the �elds by varying E1 and E2.

We took this approach to prevent having to worry about hysteresis e�ects from changing D3 and

since it is much faster to change the electric dipole settings. To explore the e�ects of hysteresis,

however, we did a test where we varied only the �eld of D3 while leaving the settings of E1, E2, Q6,

and Q7 unchanged. Results from this test are summarized in Table 9. Only increases in current

were used in making setting I and in going from setting I to setting II. Setting III, however, was

made by dropping the current to around 120 A after the magnet was run at its maximum setting of

500 A. Note that, even though the current settings are identical, the measured �eld from III does

not match the �eld measured in I and the response of the system di�ers as is demonstrated by the

position of the �-particles. (The central position of the �-particles shifts at the focal plane by 144
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channels horizontally which corresponds to a distance of 7.2 cm.) This is an example of the expected

behavior from hysteresis. The surprise comes in comparing settings II and III: even though these

have the same measured �eld values, the response of the system di�ers as is demonstrated by the

�-particle position shift of 24 channels (1.2 cm). Thus, the strategy of using the measured �eld from

the magnets is not always enough to protect against hysteresis e�ects. Setting IV was obtained by

increasing the current from zero after \cycling" D3 { i. e., after setting the current to zero, ramping

it to 500 A, and ramping it back to zero. Note that setting IV is almost identical to setting II both in

terms of the measured �eld in response to the current setting and in terms of the resulting position

of the �-particles; it demonstrates that indeed the magnets do behave in a repeatable manner. In

changing the RMS from one central ion setting to another, we do not normally cycle the magnets.

The fact that we do not see any bad e�ects from not always cycling the magnets is presumably

because the �eld changes involved are generally small.

Tests with Beam

Another class of ions we have employed for commissioning the RMS has been low intensity beams

of particles directly from the tandem accelerator. The crucial point here is that the beam intensity

must be kept very low in order not to ood or damage detectors (such as the PSAC, the mini-PSAC,

and the ionization chamber) used for diagnostic purposes. To achieve the required low intensity the

beam must be reduced to almost unreadable levels by introducing sieves and by adjusting the ion

source. To lower the intensity even further, we use a thin foil at the RMS target position to strip

the beam from the single charge state delivered by the tandem into a distribution of charge states.

Only charge states at the ends of the distribution have an intensity low enough to be usable.

There are several advantages o�ered by low intensity beams for calibration purposes compared

to other types of ions. One advantage is that the beam energy is narrowly de�ned, and its value is

known precisely. Another advantage is that the small emittance of the beam leads to a narrow x

and y pro�le for the particles throughout the spectrometer | the discussion on quadrupoles below

explores how this feature may prove to be useful. Another advantage of using beam particles for

calibration is that a single stripping foil and a single beam energy setting can lead to two widely

separated calibration points: a low rigidity point from a charge state at the upper end of the charge
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state distribution and a high rigidity point from the lower end of the charge state distribution.

A disadvantage of using low intensity beams for calibration tests compared to �-particles is that

it is more di�cult to ensure that the beam position is set properly to enter at and follow along the

optic axis. A disadvantage in comparison to recoils is that because the beam particles do not �ll the

angular and energy acceptances of the spectrometer, they cannot be used with knobs to tune the

focusing elements. Another disadvantage in comparison to recoils is that the beam particles typically

have a higher electric rigidity and thus demand higher �eld settings from the electric dipoles. As

is shown by Equation 8, which de�nes electric rigidity, these higher values for beam particles result

from the fact that they typically have higher energies and lower charge states than the recoils they

produce. (Note that electric rigidity does not depend on mass and that the lower beam charge states

have the highest rigidity values.) High rigidity is a problem because the electric dipoles must be

conditioned to the higher voltages than are typically used for recoils.

An example of a low intensity tandem beam we have used for commissioning tests is 32S ions at

100 MeV in the 5+ charge state. These ions lose 0.329 MeV in the 20 �g/cm2 carbon foil used for

stripping. Resulting ions in the 16+ charge state require electric dipole �eld settings in the range

from 100 to 110 kV.

Beam Tuning Procedures

This section provides a brief overview of how beams are tuned and positioned for use in experi-

ments at the RMS | both low intensity beams which are used for commissioning tests and higher

intensity beams used to produce recoils. Beams are tuned visually by using the glow produced when

the ions strike a \phosphor" | a small, thin slab of chromium doped alumina | placed at the target

position. In order to avoid creating dead areas on the phosphor too rapidly, the beam intensity is

kept much lower for tuning than the values typically used for recoil production.

GIOS simulations suggest that the spot size at the RMS target position should not extend beyond

�1 mm in x and �1 mm in y (a maximum area of 4 mm2). (See Report #2, August 7, 1995, of

Reference [29].) The spot shape we typically use to obtain good resolution is an ellipse taller than it

is wide by about a factor of four. Dead areas on the phosphor can cause confusion when the beam

spot shape is being adjusted. A set of steerers for shifting the beam horizontally and vertically is

68



located about 2.5 meters in front of the RMS target position; these can be used to deect the beam

to a region of the phosphor free from dead areas for adjusting the spot shape.

For a properly tuned beam, the beam-line quadrupoles immediately in front of the RMS should

not steer the beam. Thus, a quick way to check the quality of the beam tune is to vary the �eld of

each quadrupole in the doublet to ensure that no \walk" occurs in the beam spot observed on the

RMS phosphor. Another quick way to check the quality of the beam tune is to compare the beam

intensity measured on the Faraday cup at the exit of the tandem to that measured on the cup in

front of the RMS. A signi�cant loss in intensity between the two cups (say more than 10 to 20%)

indicates a problem with the tune.

Ideally, the steerers in front of the RMS should not be needed to position the beam onto the

optic axis at the target location; the steerers are available, however, for making small corrections

when necessary. The position of the beam can be checked by using the collimators just in front of

the target which close onto the optic axis forming a vertical and a horizontal slit1. The procedure

for checking the horizontal placement of the beam is with the horizontal slit all the way open to

close the vertical slit while viewing the beam spot on the phosphor. The spot should disappear with

the slit closed. The beam is positioned correctly if the response of the beam spot as observed on

the phosphor is the same as �rst one side of the slit is opened and closed and then as the other side

of the slit is opened and closed. The analogous procedure is used to check the vertical placement of

the beam. Once the beam has been positioned by using the slits, they are left all the way open to

prevent the scattering of beam particles from the edges of the slits into the RMS.

Once the phosphor has been removed, it is important to re-check the beam position. This point

is particularly true if the beam intensity is increased by making large adjustments at the ion source

because such adjustments can cause the beam position to shift at the RMS target. Proper horizontal

beam positioning can be checked by observing changes in the count rate on the focal plane PSAC

as the horizontal steerer in front of the RMS is used to shift the beam equal amounts to the left

and right of its original position. For recoils, the count rate usually increases dramatically when the

beam begins to strike the target frame which is centered about the optic axis. GIOS calculations

1The \vertical slit" is formed by moving the collimators in from the sides to form a tall, narrow vertical opening,
while the \horizontal slit" is formed by moving the collimators in from the top and bottom to form a short, wide
horizontal opening.
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suggest that the mass resolution obtained for recoils is quite sensitive to correct beam positioning |

that the resolution drops dramatically for shifts in beam position of more than 1 mm. (See report

#7, September 2, 1997, of Reference [29].) Proper vertical positioning of the beam can be checked

by steering the beam into the target frame or by looking at the response of the vertical distribution

of recoils at the focal plane to changes in the vertical positioning of the beam as was discussed in

conjunction with Figure 12. Also, the recoil rate is lower if the vertical positioning is not centered.

Quadrupoles

The distribution of beam particles in the focal plane PSAC is very well localized when the

quadrupoles are set to their normal �eld values. In a test where we turned o� all of the quadrupoles

in the system, we noted that, although not as well localized, the beam particles at the focal plane

fall well within the boundaries of the PSAC. This observation suggests that it should be possible to

determine whether or not the position of the beam is coincident with the optic axis at the location

of a quadrupole (and perhaps even a sextupole) by looking for shifts in the observed position of

beam particles at the focal plane PSAC when the �eld of the element is changed dramatically. This

test assumes that the quadrupole is, of course, aligned properly so that the its central axis coincides

with the RMS optic axis. This test will not work if signi�cant changes to the quadrupole �eld causes

the distribution of recoils to extend signi�cantly beyond the edges of the PSAC since it would then

be di�cult to know where the center of the distribution lies. Shadowing caused by apertures within

the system may also make it di�cult to tell if the distribution of beam particle has shifted. Steering

e�ects should be more evident for beams that have lower magnetic rigidity | i.e., for beams with

lower masses, lower energies, and higher charge states (see Equation 4). If the distribution of beam

particles in the �nger focal plane at Q3 remains localized enough as quadrupoles Q1 and Q2 are

varied, it should be possible to use only the count rate (normalized for uctuations in the beam

intensity) observed with the focal plane PSAC to infer steering from Q1 and Q2 based on changes

in the position of the �ngers needed to block the beam.
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Table 10: Data used for obtaining new calibration coe�cients for the momentum achromat dipoles D1
and D2 in tests with beam. The best �eld values determined experimentally for a low �eld and a high
�eld calibration point are listed together with the corresponding theoretical values derived from GIOS
calculations. To give a feel for how the range of �eld values covered by the two calibration points compares
to typical RMS �eld values, the table also lists the theoretical values for a representative RMS setting used
to look at 113Cs recoils.

Low Field Value a High Field Value b 113Cs Field Value c

Element Experimental Theoretical Experimental Theoretical Theoretical

D1 (Gauss) 2920.6 2975.63 6137.0 6199.24 3870.92
D2 (Gauss) 2927.0 2975.63 6143.1 6199.24 3870.92

a For an RMS central ion setting of 58Ni at 90 MeV and charge state 25+.
b For an RMS central ion setting of 58Ni at 90 MeV and charge state 12+.
c For an RMS central ion setting of 113Cs at 98 MeV and charge state 28+. These recoils are produced in

the reaction of a 235 MeV beam of 58Ni on a 500 �g/cm2 58Ni target.

Momentum Achromat Dipole Calibration Revisited

An important advantage of using beam particles for dipole tuning is the accuracy with which

their energy is known. To obtain an improved calibration of the momentum achromat dipoles we

used charge states from a 90 MeV beam of 58Ni generated in a 10 to 20 �g/cm2 thick natC stripping

foil placed at the RMS target position. The trajectory of the beam particles entering the RMS was

adjusted by using the steerers in front of the RMS. The setting for the steerers was determined

based on (1) the response of the position of the group of beam particles observed in the focal plane

PSAC with the �elds of quadrupoles Q1 and Q2 turned on and o�, and (2) the count rate observed

in the PSAC. To optimize D1 we positioned �nger 4 to intercept ions on the optic axis inside of Q3

and varied D1's �eld setting to �nd the minimum count rate on the focal plane PSAC. We found

the optimum D1 �elds for two beam charge states: 25+ and 12+. We optimized D2 for the same

two charge states by �nding the �elds necessary to give the maximum count rate in the PSAC with

the 1 cm aperture centered on the optic axis in place at the achromatic focus. Table 10 lists the

experimentally determined optimum �eld values together with the corresponding theoretical values.

The two calibration points from the two charge states of the beam cover a wide range of dipole

settings, including the values for the representative setting, which are also listed in Table 10. This

calibration was done in the diverging mode. Although not done because of the time required, the
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same approach as was used with the �-particles to tune the mass separator dipoles could also have

been used with beam particles.

Tests with Recoils

The primary advantage o�ered by recoils from fusion-evaporation reactions for commissioning

tests is that these ions typically have su�ciently wide angular and energy spreads to �ll the spec-

trometer acceptances. Recoils thus make it possible to use knobs for tuning the focusing elements

and to use energy dispersion e�ects observed at the focal plane for tuning the mass separator dipoles.

A disadvantage of recoils is that it is di�cult to know their central energy because it is di�cult to

know the target thickness with any accuracy | especially since the thickness of the target can

change as it is exposed to the beam. It is easy enough to switch between using recoils and using

beam particles for commissioning by simply changing the beam intensity and switching between the

target used for producing recoils and a thin stripping foil. In fact, it is even possible to use charge

states of the beam from the reaction target; the extra thickness of the target merely causes the beam

particles to be degraded more in energy and introduces a bit more angular and energy straggling.

Quadrupole Calibration

Procedures for using knobs to optimize the quadrupole and sextupole �eld settings are discussed

in Reports #2 (August 7, 1995), #6 (August 28, 1996), and #7 (September 2, 1997) of Reference [29].

Once optimum �eld values are found by varying the knobs, the new calibration constants are those

which cause the control software to request the optimum �eld values when the knobs are reset to

zero. The rationale behind this approach is discussed in more detail in Report #3 (August 6, 1996)

of Reference [29].

Optimum knob settings were found by using recoils from the reaction of a 120 MeV beam of

32S on a 58Ni target. The RMS was scaled to accept central ions of 86Zr at an energy of 38 MeV

and a charge state of 16.5+. The detectors used for this exercise included the large PSAC at the

�nal focal plane and, to monitor the count rate from -rays produced in the reaction, four 25%

Compton-suppressed germanium detectors at the target position. First we optimized knob 2 to

obtain maximum transmission through the vertical gaps in dipoles D1 and D2 as monitored by
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Table 11: Data used for obtaining calibration coe�cients for the RMS quadrupoles and sextupoles in tests
with recoils. The best �eld values determined experimentally for a low �eld and a high �eld calibration point
are listed together with the corresponding theoretical values derived from GIOS calculations. To give a feel
for how the range of �eld values covered by the two calibration points compares to typical values, the table
also lists the theoretical values for a representative RMS setting used to look at 113Cs recoils.

Low Field Value a High Field Value b 113Cs Field Value c

Element Experimental Theoretical Experimental Theoretical Theoretical
(Gauss) (Gauss) (Gauss) (Gauss) (Gauss)

Q1 2928 2405.02 3600 2973.41 2609.52
Q2 1376 1171.52 1708 1448.39 1271.13
S1 2292 1835.36 2834 2269.13 1991.42
Q3 1432 d 1250.47 1771 d 1546.00 1356.80
S2 1596 1315.92 1974 1626.92 1427.81
Q4 860 719.60 1064 889.67 780.79
Q5 916 832.15 1132 1028.81 902.90
Q6 748 404.82 924 500.49 439.24
Q7 1544 1205.45 1908 1490.35 1307.95

a For an RMS central ion setting of 86Zr at 38 MeV and charge state 16.5+ (diverging mode).
b For an RMS central ion setting of 114Te at 103 MeV and charge state 25.3+ (diverging mode).
c For an RMS central ion setting of 113Cs at 98 MeV and charge state 28+. These recoils are produced in

the reaction of a 235 MeV beam of 58Ni on a 500 �g/cm2 58Ni target.
d The experimental �elds listed for Q3 are those scaled from the GIOS prediction (multiplied by the factor

from Table 6) after being reduced by 10% to make use of the observation that the mass resolution is optimized

with Q3 set 10% low.

the count rate observed on the PSAC normalized by the -ray singles rate observed at the target.

Next we again used the normalized PSAC count rate to optimize knob 8 for maximum transmission

through the vertical gap in D3. We also found the value of knob 7 that gave the minimum vertical

distribution of recoils in the PSAC. We optimized the remaining knobs by looking at the shapes

and distributions of mass groups in the PSAC. Note that while we did optimize knobs 3 and 4, the

ionization chamber was not in place to help with this task. The quadrupole and sextupole �eld values

from the optimum knob settings are listed in Table 11 together with the corresponding theoretical

values. (The optimum knob settings were knob 1 at -1, knob 2 at 0.5, knob 4 at -1, knob 7 at 6,

and knob 8 at -5; the remaining knobs | 3, 5, and 6 | had a best setting of 0.)

We obtained �eld values for a second point in the calibration by using the same knob settings

with the RMS scaled to accept central ions of 114Te at an energy of 103 MeV and a charge state

of 25.3+. We con�rmed that at least some of the knob settings were still optimum for these recoils
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which were produced with a 220 MeV beam of 58Ni ions on a 300 �g/cm2 target of 60Ni. The

numbers for this calibration point are also listed in Table 11. Note that the ranges in magnetic �eld

values resulting from the two calibration points do not cover the \typical" values given in the table

for 113Cs recoils.

This focusing element calibration was performed by using knobs in an older version of the di-

verging mode (\mode T" | see Report #3, August 6, 1996, of Reference [29]) which has slightly

di�erent knob coe�cients than those listed in Table 4. The theoretical scaling numbers listed in the

table are from the current version of the diverging mode (\mode J" | see Table 4). The calibration

described here was made with an initial calibration in place which was based on early, somewhat

blind attempts in which recoils and �-particles were used to optimize all focusing elements except

S1, S2, and Q3 by adjusting the element �elds individually. As stated earlier, the idea behind the

way the knobs are designed is that they can be used to bring the quadrupoles to their proper settings

if their initial settings are even only roughly correct. Thus, even if a very bad initial calibration pre-

vents us from �nding the \best" new calibration by using the knobs, the new calibration presumably

will be closer to being correct and we can still recover the optimum settings by adjusting the knobs

under the new calibration.

Since no knobs a�ect the �eld setting of Q3, the procedure of optimizing knob settings cannot

be used to determine the Q3 calibration constants. After obtaining the optimum �eld settings for

the other focusing elements with knobs, we noticed that we could signi�cantly improve the mass

resolution observed at the focal plane by reducing the �eld of Q3. It is thus possible to think of the

�eld of Q3 as a separate knob to be adjusted with mass resolution as the observable it a�ects. An

idea of using the horizontal distribution of recoils observed with the mini-PSAC at the achromatic

focus as a guide for obtaining the optimum setting for Q3 is discussed in Report #4 (August 14,

1996) of Reference [29].

The calibration for the focusing elements was done by using the diverging mode. Since it may

turn out that most RMS work will be done with the converging mode, it perhaps makes sense to

re-calibrate these elements by re-normalizing knobs in the converging mode. (The current optimum

knob values for the converging mode are not near zero.) If a new calibration is performed, optimum

knob values should be found by using recoils from two reactions requiring signi�cantly di�erent
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quadrupole and sextupole �eld settings so that two calibration points can be found that cover a

wide range of RMS settings.

Mass Separator Dipole Calibration Revisited

The initial calibration of the mass separator dipoles E1{D3{E2, based on the �-source data, was

not satisfactory. Under that calibration, the central recoil would hit the PSAC to the right of the

optic axis (located at the PSAC center). Our usual way to compensate for this e�ect was to decrease

the requested central ion charge state setting to shift the mass spectrum to the left. We typically

needed to decrease this setting by 10 to 20% of one unit of charge; for example, in one run to get

the 28+ charge state of 98 MeV 113Cs recoils to hit the optic axis, we had to lower the central ion

charge state setting to 27.83.

We revisited the mass separator dipole calibration by using recoils. Since we have a high degree

of con�dence in the calibration of the momentum achromat dipoles D1 and D2 from the tests with

beam ions, we do not have to worry too much about uncertainty in the scaling of D1 and D2

confusing the results for the mass separator dipoles. The primary new tool at our disposal was

the ionization chamber positioned at the focal plane behind the PSAC. This detector arrangement

allowed us to make plots of the recoil energy (from the ionization chamber) vs. the recoil position

(x from the PSAC). A proper tune of the E1{D3{E2 setup should result in mass groups at the focal

plane which do not show any energy dependence. In other words, the mass groups in the energy

vs. recoil position plots should appear as vertical bars | they should not tilt to the right or left.

As expected from GIOS simulations (see Report #2, August 7, 1995 of Reference [29]), these tests

con�rmed that the condition for no energy dispersion depends most sensitively on the �eld setting

of E1.

We used recoils from the reaction of a 100 MeV 32S beam on a 400 �g/cm2 29Si target. The RMS

was run in the converging mode and tuned2 to accept central recoils of 57Co with a charge state of

16+ and an energy of 44.6 MeV. We varied the �eld of E1 until we obtained vertical bars in the

energy vs. recoil position plot | we had to lower the �eld of E1 from the value given by the previous

2with knob settings of 1 at 0; 2 at 2; 3 at -1; 4 at 0.75; 5 at 0; 6 at 0; 7 at -3; and 8 at 2
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Table 12: Data used for obtaining new calibration coe�cients for the mass separator dipoles E1, D3,
and E2 in tests with recoils. The best �eld values determined experimentally are listed together with the
corresponding theoretical values derived from GIOS calculations. To give a feel for how the �eld values
used for the calibration compare to typical RMS �eld values, the table also lists the theoretical values for a
representative RMS setting used to look at 113Cs recoils.

Calibration Field Value a 113Cs Field Value b

Element Experimental Theoretical Theoretical

E1 (kV) 46.51 46.43 58.30
D3 (Gauss) 3238.8 3244.66 3870.92
E2 (kV) 46.62 46.43 58.30

a For an RMS central ion setting of 57Co at 44.6 MeV and charge state 16+.
b For an RMS central ion setting of 113Cs at 98 MeV and charge state 28+. These recoils are produced in

the reaction of a 235 MeV beam of 58Ni on a 500 �g/cm2 58Ni target.

calibration. For lower E1 values the mass groups tilted to the left (as in \n"), while for higher E1

values they tilted to the right (as in \/"). (Note that this dependence is opposite that predicted in

Figure 8 of Report #2, August 7, 1995, of Reference [29].) We then lowered the �eld of D3 slightly

by the amount necessary to bring the appropriate mass group to the optic axis. We did not change

the value of E2 from the one that resulted from the previous calibration. Table 12 summarizes the

resulting �eld values used to obtain the new calibration for E1, D3, and E2. The table also shows

a comparison with the representative RMS setting to give a feeling for how the values used for the

calibration compare to typical RMS values. Since only one point was used for the calibration, we

only solved for one of the calibration constants | the scaling factor B from Equation 12.

Note that for the E1 value we obtained by using the ion chamber, we only explored one pair out

of the range of possible D3{E2 settings that would bring the appropriate mass group to the optic

axis. We con�rmed that the pair we chose was the right one by using the new calibration to scale

the RMS to central recoil energy settings at �5% and noting that the positions of the mass groups

did not shift. Given the fact that we did so little to explore the space, it is perhaps surprising that

we hit upon the \right" pair of D3{E2 settings to match the E1 value. The system may not be very

sensitive to the exact choice of this pair. If it is sensitive, a way to account for our luck in getting

the right pair is the fact that we chose an E2 value that gave a calibration constant for E2 very

similar to that for E1; to �rst order it seems likely that the calibrations for the two electric dipoles
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should be the same since we are not aware of any major di�erences between the two systems.

We also con�rmed the calibration by using recoils from a di�erent reaction and by using beam

ions. The di�erent recoils were produced with the same beam and a 300 �g/cm2 54Fe target; the

RMS was scaled for 33 MeV 83Y ions at a charge state of 16+. Beam ions in the 16+ charge state

were generated by using a 20 �g/cm2 natC stripping foil placed at the target position; the RMS was

scaled for 32S ions at a charge state of 16+ and 92 MeV.3 In going from 83Y to 57Co to 32S, we

spanned a range of E1 settings from 34.42 to 46.51 to 95.94 kV and a similar range of E2 settings.

We spanned a range of D3 settings from 3362.2 to 3238.8 to 3485.8 Gauss. The fact that we saw

a small shift (in about half centimeter steps to the left in going from 83Y to 57Co to 32S) shows

that the new calibration is not completely correct. The new calibration is clearly better than the

one based on the �-particle data; in reactions run since the new calibration was implemented the

requested recoil comes much closer to hitting the optic axis at the focal plane.

After obtaining the new E1{D3{E2 calibration, we also increased the scaling of Q3 by a factor

of 1.2 based on observations of the mass resolution. It is not clear whether the re-optimization of

Q3 was required because of the new E1{D3{E2 calibration, because of the switch to the converging

mode, or because of the optimization of the knob settings for the converging mode which took place

after the new calibration was made.

Although the present calibration for the mass separator dipoles is as good as it needs to be for

now, we may have to make a new calibration when we regularly run the electric dipoles at the higher

ends of their operating ranges (up to �250 kV). Here are some ideas for making further improvement

to the calibration by using recoils. One idea is to make a two point calibration covering a wide range

of dipole settings and making use of both calibration constants from Equation 12. Such a calibration

can perhaps be made with a single target by scaling to mass and charge state values populated in

the reaction corresponding to widely di�erent electric and magnetic rigidities. Another idea is to

search a large portion of the D3{E2 space for each calibration point by making big changes in D3{E2

pairs that are matched to an optimum E1 setting by changing their values up to several percent.

3We had to scale the RMS to an energy signi�cantly lower than that of the 100 MeV 32S beam because the electric
dipoles were not conditioned high enough at the time to handle the full rigidity of the beam particles. We could
get away with doing this because the ions still �t within the spectrometer's energy acceptance window for the lower
central energy setting.
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This exercise should give us a better feel for whether or not we are choosing the best pair of D3{E2

settings for the optimum E1 setting and for how critical this adjustment is. Another check is to

make sure that the method we are using to calibrate is not somehow coupled to the setting of Q3;

if it is, we need to come up with a way for setting Q3 together with E1{D3{E2 to end up with the

optimum overall calibration. Before taking the trouble to make a new calibration, it is also worth

rechecking the alignment of the PSAC. Not only has it been several years since the alignment has

been checked, in which time there has been much activity at the focal plane that could have shifted

things, but also the alignment has never been checked for the forward (43 cm) PSAC position used

in the converging mode.

The discussion in the remainder of this section tries to make explicit the assumptions we have

used in the calibration and to show that there may be another way of understanding what is going

on in the system. In future attempts to improve the calibration it is certainly worth making some

simple tests to try to �gure out which way of understanding the system works the best. It may well

be the case that the test for discriminating between the two scenarios is inconclusive, and, thus, the

di�erences between them do not matter. The main point of this discussion is to illustrate the kind

of thinking that we have gone through as we try to better understand the RMS.

There are at least two ways of interpreting the E1{D3{E2 calibration exercise discussed here.

Possibility I: We are matching the separator dipoles to the setting of dipoles D1 and D2. Possi-

bility II: We are matching the E1{D3{E2 settings to the absolute central energy of the recoils |

which is de�ned by the target thickness | and not to the momentum achromat settings. A test to

distinguish between the two possibilities is to vary the energy scaling of the momentum achromat

elements while leaving the settings of the mass separator elements unchanged. The appearance of

tilting mass groups in the energy vs. recoil position spectra would support Possibility I: that in fact

the mass separator dipoles (in particular, E1) were matched to the original momentum achromat

settings. The mass groups remaining vertical would support Possibility II: that the E1 setting is

sensitive to the energy of the recoils de�ned by the target thickness (and, thus, the response of the

separator dipoles to the recoil energy does not depend sensitively on the energy scaling of the mo-

mentum achromat elements). A con�rmation of this conclusion would be the observation of tilting

mass groups in response to switching to a target of a di�erent thickness (or in response to rotating
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the original target by 45� to increase its apparent thickness).

Possibility I. Let us assume that the calibration matches the separator dipoles to the momentum

achromat settings. The fact that we have a high degree of con�dence in the scaling of the momentum

achromat dipoles from the beam calibration means that we now also have a high degree of con�dence

in the resulting setting of the separator dipoles to a known energy: 44.6 MeV. We can therefore

have full con�dence in the calibration constants derived from the theoretical GIOS numbers which

are based on the 44.6 MeV energy value and are listed in Table 12. The usual problem of not

knowing with certainty the central energy of the recoils we are using (because of the di�culty of

knowing the actual target thickness) means that the RMS central ion setting we used to obtain the

calibration may not be optimized to the actual central energy of the recoils. An optimized setting

can be obtained simply by scanning the RMS central energy setting based on the new calibration

constants. The resulting best energy setting should indicate the actual absolute central energy of

the recoils.

Possibility II. Let us assume that the calibration matches the separator dipoles to the central

energy of the recoils. Since we cannot be sure about the target thickness, it may turn out that the

central recoil energy to which we have optimized the mass separator dipoles is some value other than

44.6 MeV. If this is in fact the case, we are wrong to use the calibration constants obtained from

the theoretical numbers given in Table 12 (which are based on the 44.6 MeV energy value); instead,

we should be using theoretical numbers based on the actual central energy. We could perhaps �nd

the central energy of the recoils by scanning the momentum achromat elements in energy while

leaving the mass separator elements unchanged to �nd the setting that best matches the two halves.

(Although it is not clear what the signature of the \best matching" energy setting would be, things to

look for include optimum transmission, uniform mass resolution across the focal plane, a symmetric

M=Q acceptance about the optic axis, and maximum M=Q acceptance.) Since we are con�dent

about the absolute scaling of the momentum achromat dipoles, the best matching energy from these

would indicate the correct recoil central energy to use for calculating the theoretical values listed

in Table 12 which are in turn used to use for determining the calibration constants for the mass

separator dipoles.
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Table 13: Chronological summary of changes in the RMS calibration.

Calibration Date Implemented Comments

�rst August, 1996 initial dipole calibration with �-source;
quadrupole calibration from knob re-normalization

second May, 1998 D1{D2 calibration with beam

third March, 1999 E1{D3{E2 calibration based on recoil energy and position;
Q3 also adjusted

History and Highlights

This section puts the calibration e�orts discussed in the last few sections into a chronological

framework. Table 13 provides a summary of the major RMS calibrations used up through the

summer of 1999.

We started making regular use of the converging mode (\mode22" from Report #6, August 28,

1996, of Reference [29]) in November, 1998. Only the third calibration (see Table 13), implemented

after November, 1998, was made by using the converging mode. The �rst and second calibrations

are based on work with the diverging mode. Whether the diverging or converging mode is used

for calibration, there should be no impact whatsoever on the constants obtained for the dipole

elements. Calibrations for quadrupoles and sextupoles were made in the diverging mode (see the

�rst calibration in Table 13).

Table 14 lists the constants de�ning the �rst RMS calibration; these constants are based on the

data given in Table 8 for the dipole elements and on data from Table 11 for the focusing elements.

Table 15 lists the constants de�ning the second RMS calibration; the new constants are based on the

data given in Table 10 from the re-optimization of the momentum achromat dipoles. Table 16 lists

the constants de�ning the third RMS calibration; the new constants are based on the data given in

Table 12 from the re-optimization of the mass separator dipoles. (A new scaling factor for Q3 is

also given in this table.)

Small di�erences may be obtained between the optimum values listed in Tables 8, 10, 11, and 12
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Table 14: Constants (from the RMS calibration �le \rmscali 02.dat") de�ning the �rst RMS calibration.
These values are based on the data for the dipoles listed in Table 8 and on the data for the focusing elements
listed in Table 11.

Element O�set a Factor b

Q1 84.58 1.182287
Q2 -28.79 1.199119
D1 -0.21 0.982743
S1 -1.30 1.249510
Q3 -2.40 1.147092
S2 -3.41 1.215434
D2 0.22 0.984641
Q4 -3.16 1.199506
Q5 2.01 1.098342
E1 0.05 1.016633
D3 -0.14 0.999822
E2 0.09 1.002037
Q6 3.27 1.839657
Q7 3.87 1.277641

a Calibration constant A from Equation 12.
b Calibration constant B from Equation 12.

Table 15: Constants (from the RMS calibration �le \rmscali 05.dat") de�ning the second RMS calibration
from the re-optimization of the momentum achromat dipoles in tests with beam. The new values (listed in
bold) are based on the data given in Table 10.

Element O�set a Factor b

Q1 84.58 1.182287
Q2 -28.79 1.199119
D1 -48.39 0.997723
S1 -1.30 1.249510
Q3 -2.40 1.147092
S2 -3.41 1.215434
D2 -41.72 0.997630
Q4 -3.16 1.199506
Q5 2.01 1.098342
E1 0.05 1.016633
D3 -0.14 0.999822
E2 0.09 1.002037
Q6 3.27 1.839657
Q7 3.87 1.277641

a Calibration constant A from Equation 12.
b Calibration constant B from Equation 12.
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Table 16: Constants (from the RMS calibration �le \rmscali 09.dat") de�ning the third RMS calibration
from the re-optimization of the mass separator dipoles in tests with recoils using the ionization chamber.
The new values (listed in bold) are based on the data given in Table 12.

Element O�set a Factor b

Q1 84.58 1.182287
Q2 -28.79 1.199119
D1 -48.39 0.997723
S1 -1.30 1.249510
Q3 -2.40 1.376510c

S2 -3.41 1.215434
D2 -41.72 0.997630
Q4 -3.16 1.199506
Q5 2.01 1.098342
E1 0.00 1.001723
D3 0.00 0.998194
E2 0.00 1.004092
Q6 3.27 1.839657
Q7 3.87 1.277641

a Calibration constant A from Equation 12.
b Calibration constant B from Equation 12.
c The calibration factor for Q3 was increased by 1.2 based on the observation of improved mass resolution

at the focal plane.
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and the �eld values obtained if the RMS is scaled to one of the calibration point settings with the

corresponding calibration in place. These di�erences arise from the way the control software rounds

o� numbers in its calculations; these di�erences are small enough not to be signi�cant.

Measured Performance

The remainder of this chapter is devoted to a discussion of the performance of the RMS and

how the performance was measured. The �rst calibration from Table 13 was in place for all data

presented here. In fact, the calibration coe�cients for this �rst calibration were determined with the

same data used to measure energy acceptance, M=Q acceptance, and mass resolution. A discussion

of the RMS performance can also be found in References [3] and [4].

Energy Acceptance

As mentioned in the discussion beginning on page 27, the RMS is designed to have an energy

acceptance for recoils of �9% with some recoils able to make it through with energy deviations of

up to �15%. The length of the plates on the electric dipoles, which were designed to handle recoils

of high rigidity, limits the RMS energy acceptance. To test the energy acceptance, the central

energy setting E0 of the RMS was varied while the central mass and charge state settings M0 and

Q0 were kept constant. This test employed recoils from the reaction of a 220 MeV beam of 58Ni

on a 300 �g/cm2 60Ni target. The RMS was set to a value for M0 corresponding to
114Te and to

Q0 = 25:5; E0 was varied from 90 to 116 MeV.

The central recoil energy for this reaction was estimated to be 100.8 MeV by using stopping

power calculations to account for the thickness of the target. The fact that the focal plane PSAC

count rate peaked at an energy of 102�2 MeV con�rms the reliability of our calculations. The count

rate dropped to 50% of the maximum value at approximately 91 and 112 MeV which con�rms the

designed energy acceptance.

Figure 16 shows the x-projections of the focal plane recoil distributions for the RMS set to

central energy values of 90, 103, and 116 MeV, a range which more than spans the nominal energy

acceptance. The three spectra were taken over approximately equal time periods. The number of

counts in the plot for 103 MeV was higher than the numbers in the other two plots because the energy
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Figure 16: Horizontal projections of the distributions observed in the focal plane PSAC for recoils produced
by the reaction of a 220 MeV beam of 58Ni on a 300 �g/cm2 60Ni target. The RMS was set to central
ion values of M0 = 113:91 (corresponding to 114Te), Q0 = 25:5, and (a) E0 = 116, (b) E0 = 103, and
(c) E0 = 90 MeV. The three plots are normalized to have the same total number of counts. The di�erent
wings appearing in the plots are discussed in the text.
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settings used to produce these other plots are both on the edge of the recoil energy distribution.

The 90 and 116 MeV spectra shown in the �gure were normalized by multiplying them by factors of

2.44 and 2.56, respectively, so that each of the three spectra have the same number of total counts.

The peak centroids do not shift and the peak widths do not change over this large range of energy.

The RMS does what it is supposed to do: it delivers recoils of di�erent energies to the �nal focal

plane without dispersing them according to their energy.

Any given RMS central ion setting M0, Q0, and E0 also corresponds to a central value for

magnetic rigidity M0E0

Q2

0

and electric rigidity E0

Q0

(see Equations 4 and 8). According to both of these

relations, recoils appearing on the left side of the focal plane will tend to have a higher energy

distribution than recoils appearing at the center because they typically have mass values M < M0

and/or charge state values Q > Q0. Conversely, recoils appearing on the right side will have a lower

energy distribution. This discussion accounts for why mass groups appear mainly on the right side

of the plot in Figure 16(a): the recoils available to �ll the RMS energy acceptance generally have

energies lower than the central recoil setting because the RMS is scaled to a central energy that lies

above the center of the recoil energy distribution, The same kind of argument explains why mass

groups appear mainly on the left side of the plot in Figure 16(c). Thus, in order to obtain maximum

yield across the focal plane, the RMS central energy setting should be matched to the peak of the

energy distribution of the recoils.

M=Q Acceptance

Recoils from the reaction of a 220 MeV 58Ni beam on a 300 �g/cm2 60Ni target were used to

measure the M=Q acceptance for the diverging mode of the RMS. The RMS was scaled for central

recoils of 114Te at an energy of 103 MeV and charge state 25.3+. Figure 17 shows the x-projection

of the recoil distribution observed by using the PSAC at the �nal focal plane.

The RMS is designed to have an M=Q acceptance of �5%. The lower limit of recoils present in

the data shown in the �gure is 4.27 M=Q and the upper limit is 4.70 M=Q. This spread of �4.8%

from a central value of 4.48 M=Q is in excellent agreement with the design value. A comparable

M=Q acceptance value was obtained for the converging mode.

The RMSM=Q acceptance is large enough to pass three charge states of a given mass for masses
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Figure 17: The horizontal projection shown on (a) a linear and (b) a logarithmic scale of the diverging
mode recoil distribution at the focal plane from Figure 1. These data lead to the measuredM=Q acceptance
of �4.8% and mass resolutionM=�M of 470. Recoils are produced in the reaction of a 220 MeV 58Ni beam
on a 300 �g/cm2 60Ni target. The RMS was scaled for central ions of 114Te at an energy of 103 MeV and a
charge state of 25.3+.

greater than around 60. (See, for example, Figure 2 where three charge states of the mass 82 recoils

appear at the focal plane.) Because the transmission e�ciency drops o� dramatically for mass

groups at the edges of the focal plane, a higher e�ciency for a given mass generally results from

using two charge states by bringing a charge state to the middle of each half of the focal plane rather

than from using three charge states with two lying on the edges of the focal plane. This approach

also avoids complications associated with the analysis of data from a mass group placed at the focal

plane center related to the fact that detectors such as the ionization chamber and the PSAC are

electrically segmented into two halves about the center.

Mass Resolution

The divergingmode mass resolution for the RMS was measured with the same data from Figure 17

used to measure the M=Q acceptance. The charge state 26+, mass 115 peak has a FWHM of 19

channels. This peak is 78 channels away from its mass 114 neighbor. The resulting mass resolution

M=�M is 470, which approaches the design value of 540. The mass resolution predicted for the
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RMS in Reference [1] exceeds 1000 with the use of an appropriate collimator at the achromatic focus

and a software correction to the observed position of the recoils. We obtained the present data

without making use of either of these enhancements.

There are two factors external to the RMS performance that a�ect mass resolution. The �rst is

the target thickness: a thick target or a target with a thick backing will adversely a�ect the mass

resolution because of the increased angular distribution of recoils and of reacting beam particles

caused by multiple scattering in the target. The second factor is the quality of beam tune: a beam

spot with a wide horizontal distribution of particles will result in correspondingly wide distributions

of recoils in the mass groups which degrades the observed mass resolution.

In practice, a mass resolution of around 300 is good enough for most applications of the RMS

used so far; thus, for most of the early experiments no special e�orts were expended to optimize the

mass resolution. The improved mass resolution of the RMS can become important for the study of

the most exotic reaction products which have the lowest cross-sections.

Sample E�ciency

As pointed out in the discussion on page 23, transmission e�ciency is not a reasonable quantity

to use as a �gure of merit to describe a spectrometer's performance because it is inuenced by

too many external factors. Figure 18 shows the transmission e�ciency measured for two isotopes

produced simultaneously in a single reaction at the RMS. The reaction used was a 212 MeV 58Ni

beam on a 400 �g/cm2 28Si target with a 900 �g/cm2 tantalum backing which faced the beam.

For each isotope, the e�ciency was measured by comparing the counts observed in the -ray peaks

in a projection of the - data recorded by germanium detectors at the RMS target position to

the counts in the same peaks in the - data recorded in coincidence with recoils observed at the

focal plane. It was possible to measure the e�ciencies for the nuclei 80Sr and 83Y by using only

a single projection of the two - matrices because both nuclei contain a strong prompt 595 keV

-ray transition. A transmission e�ciency of 5.2% was observed for the 3p reaction channel (83Y)

and 4.1% was observed for the �2p channel (80Sr). Two charge states for each mass were used in

these e�ciency measurements.

This data set emphasizes two important points. First of all, di�erent e�ciencies were measured
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Figure 18: The RMS transmission e�ciency measured in the diverging mode for the isotopes 80Sr and 83Y.
Both isotopes were produced in the reaction of a 212 MeV 58Ni beam on a 400 �g/cm2 28Si target with a
900 �g/cm2 tantalum backing which faced the beam. A projection of the - data from the target position
is shown in (a) while (b) shows a projection of the - data observed in coincidence with a recoil event at the
focal plane. Peaks shown in blue are from transitions in 83Y while those shown in green are from transitions
in 80Sr. Note that the pure - data was scaled down electronically by a factor of four in order to match
better the recoil-- rate to avoid the need for dead-time corrections.
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for the two isotopes even though they were produced under identical conditions. The e�ciency varies

depending upon the reaction channel used. It does not make sense to use transmission e�ciency as

a �gure of merit to describe a recoil mass spectrometer without specifying all details of the reaction.

The second point of note is that the RMS transmission e�ciency remains high even for the �

channel in contrast to other recoil mass spectrometers. The usually isotropic emission of an �-particle

from the compound nucleus usually gives enough of a kick to knock the recoil out of a spectrometer's

angular or energy acceptance. The high RMS � channel e�ciency results from the spectrometer's

large vertical angular acceptance and from the ability to make use of an inverse reaction without

ooding the focal plane with scattered beam events.

Beam Rejection and Fingers

As described in the discussion of the RMS beam rejection capability beginning on page 28, thin

metal rods, called �ngers, can be positioned along the focal plane inside Q3 to reduce the amount of

scattered beam reaching the �nal focal plane by intercepting beam charge states. The �ngers have

not been used in routine operation of the RMS because the beam rejection has been so good without

the �ngers that scattered beam at the focal plane has not been a signi�cant issue for the reactions

employed so far. Just having the momentum achromat in front of the mass separator portion of the

RMS greatly reduces problems with scattering because the focal plane is roughly four times farther

away from the primary beam dump than is the case for other devices and because of the presence

of the 90� bend between the primary beam dump and the focal plane. This section discusses the

beam rejection performance of the RMS and the results of early tests with the �ngers.

Beam Rejection Without Finger

Figure 19 is a plot taken from Reference [11] demonstrating the beam rejection performance

of the Argonne National Laboratory Fragment Mass Analyzer (FMA). For the normal kinematic

reaction of a 115 MeV 32S beam on a 400 �g/cm2 58Ni target, about half the events observed at

the FMA focal plane are from scattered beam particles. An energy loss signal obtained from the

FMA position sensitive detector was used to separate the beam events from the recoils so that the

dispersion of recoils by M=Q would not be obscured by the beam particles.
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Figure 19: Beam rejection performance of the FMA at Argonne National Laboratory from Figure 7 of
Reference [11]. The number of focal plane events are plotted as a function of horizontal position (x-axis)
and energy loss (y-axis) as observed using a position sensitive detector very similar to the RMS PSAC.
The recoils occupy the upper groups at higher energy loss, while the lower area represents scattered beam
components. The recoil groups are labeled by mass and charge. The total number of counts given for
Figure 8 from the same reference, which is an x-projection of the recoil events from this plot, shows that
about half of the events here are from scattered beam particles.
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Figure 1 shows the beam suppression performance of the RMS for the much more demanding

case of a symmetric reaction (a 220 MeV 58Ni beam on a 300 �g/cm2 60Ni target). The M=Q

dispersion of recoils in the RMS is not swamped by the presence of scattered beam events; indeed

very few of the events can be attributed to scattered beam particles. No gating condition other than

the requirement that four position signals be present (one signal from each end of the horizontal

and vertical delay lines in the PSAC which generate the event's position) was used to block the

appearance of beam events in the position spectrum. In Figure 1 there is no need to employ the

energy loss technique of Figure 19 to separate the recoils from the scattered beam events.

Another check of the RMS beam rejection capability is given by the use of an empty target frame

at the target position. By using the same beam (220 MeV 58Ni with a charge state of 12+) and

the same RMS setting as in the case of Figure 1, no measurable count rate was observed at the

PSAC. The beam current of 200 nA or about 17 particle nA (measured at the exit of the tandem

accelerator) used for this test corresponds to 1 � 1011 ions per second. For a measuring time that

lasted more than 100 seconds, this observation at least matches the beam rejection factor quoted

for the Rochester RMS of 1� 10�13 [7]. Note that this measurement of performance was made for

the more demanding case of setting the spectrometer to accept recoils from a symmetric reaction

whereas the Rochester RMS measurements were made only for normal reaction cases.

A sampling of the RMS beam suppression performance was also made with the inverse reaction

shown in Figure 2. (The recoils were produced by using the reaction of a 208 MeV beam of 58Ni

on a 400�g/cm2 28Si target with a 900�g/cm2 Ta backing oriented facing the beam. The RMS was

run in the diverging mode and was scaled to accept central ions of 84Mo at an energy of 113.5 MeV

and a charge state setting of 25.5+.) The ionization chamber, placed behind the PSAC, was used to

measure the energy loss of particles reaching focal plane. Figure 20 shows the energy loss measured

for particles on the right side of focal plane. The only di�erence in the setup for the data shown

in Figures 2 and 20 is that for Figure 20 the RMS was scaled to accept central ions of 117.5 MeV

instead of the 113.5 MeV setting used for Figure 2.

The events in the lower of the two peaks in the energy loss spectra correspond to scattered

beam particles while the events in the upper peaks are from recoils. The beam particles show up

in the ionization chamber as having less energy than the recoils because the gas pressure in the
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Figure 20: Scattered beam events from an inverse reaction as observed on the right side of the focal plane
by using the ionization chamber. (a) A singles spectra of focal plane events. (b) The suppression of beam
events obtained by requiring that the focal plane events be observed in coincidence with a -ray at the
target.

ionization chamber was optimized for the recoils and, thus, was not high enough to slow the beam

particles e�ectively and to absorb as much of their energy. Figure 20(a) shows the events observed

in the ionization chamber when the trigger for the data acquisition is events seen in the PSAC.

Figure 20(b) shows the events observed in the ionization chamber when the requirement for the

data acquisition trigger is that events in the PSAC have a corresponding -ray event observed with

the array of germanium detectors at the target position. By requiring the coincidence between the

target and focal plane detectors (e�ectively, a time-of-ight condition), it is possible to enhance the

beam suppression provided by the spectrometer alone because the reactions that produce recoils

also generate -rays as the newly produced nuclei de-excite. Some scattered beam events remain in

the ion chamber data because of (1) Coulomb excitation, which also produces -rays at the target

and (2) random coincidences.

For this inverse reaction, the beam rejection provided by the RMS alone is not at all bad: only

83,000 out of the roughly 172,000 events or 48% entering the data acquisition system from the right

side of the focal plane are scattered beam events. (For both sides of the focal plane together, the

numbers are 191,000 beam events out of 339,000 total events or 56%.) The �ngers were not used
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for this reaction because the momentum spread produced by the thick target fronting makes them

ine�ective. By making use of the coincidence requirement of Figure 20(b), the fraction of scattered

beam events entering the data acquisition drops to 5% (7,000 out of 140,000 events) for the right

side of the focal plane and to 7% (17,000 out of 256,000 events) for the focal plane as a whole.

Figure 21 shows the horizontal distribution of scattered beam events in the focal plane by plotting

the number of projectiles observed as a function of energy and position. This plot was made from

the same data set used to generate Figure 2. Scattered beam events account for roughly 10% of the

data in this set.

Initial Test of Fingers

The �ngers are seven 2 mm diameter rods that can be moved independently to any position

across the momentum focal plane in the middle of Q3. For inverse reactions the �ngers can be used

to prevent beam particles from reaching the �nal focal plane. For very inverse reactions, in which

high charge states of the beam fall directly within the RMS acceptance for recoils, the �ngers are

very important.

An initial test of the �ngers was carried out by using the inverse reaction 12C(58Ni,xpyn) with

a beam energy of 220 MeV and a target thickness of 150 �g/cm2. The RMS was scaled for central

ions of 64Zn at a charge state of 22.3 and an energy of 176 MeV. A silicon detector at the target

position provided a monitor of the beam count rate. The test involved only the RMS elements in

front of the achromatic focus where the mini-PSAC was placed to detect the pro�le of recoils and

scattered beam particles. As illustrated in Figure 22 two groups of particles corresponding to two

beam charge states were observed at the achromatic focus. The beam events completely dominated

the few recoil events produced.

Figure 22(b) shows the count rate observed at the mini-PSAC (divided by the beam monitor

count rate to normalize for beam intensity uctuations) as a function of the position of a single

�nger along the momentum focal plane. (The �nger moves from right to left across the focal plane

as the distance units on the plot increase.) The two dips in the count rate indicate the positions of

the focused 24+ and 23+ beam charge states.

Figure 22(a) shows two x-projections of beam particle positions as observed in the mini-PSAC.
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Figure 21: Distribution of projectile events at the focal plane as a function of energy (measured using the
ionization chamber) and horizontal position (measured using the PSAC) for the data shown in Figure 2. The
color code at the upper right corner of the plot gives the number of events observed at each point. Note that
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Figure 22: (a) Horizontal projections of particle positions observed at the achromatic focus with the mini-
PSAC from the reaction of a 220 MeV 58Ni beam on a 150 �g/cm2 natC target. The peaks in each of the
projections are from the 23+ and 24+ charge states of the beam. The use of two �ngers to block the 24+

charge state reduces the counts in the corresponding peak by a factor of three. (b) The response of the count
rate (normalized with respect to beam intensity) observed with the mini-PSAC at the achromatic focus as
a �nger is moved across the momentum focal plane. (One inch equals 6.4 units on the x-axis.)

The peaks on the right are from the 24+ charge state and the peaks on the left are from the 23+

charge state. The spectra are normalized to the counts in the peak from the 23+ charge state.

By using two �ngers to block the 24+ charge state, we have reduced the number of counts in the

corresponding peak by a factor of three. Use of a thick target will introduce enough of a spread in

the momentum of the scattered beam particles to reduce the e�ectiveness of the �ngers.
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CHAPTER IV

RESEARCH WITH THE RMS

We have examined the important role played by recoil mass spectrometers in nuclear structure

research both for in-beam and decay studies. We examined one new device in particular | the

HRIBF RMS | looking in detail at how it works and how it was commissioned. In this chapter we

direct our attention to some of the science performed with the RMS that illustrates its power and

success as a research tool. We begin with a summary of the detector systems in use at the RMS.

We then look at selected results presented in the context of the detection strategies used. We next

examine more closely one of the most active areas of RMS research: proton emission studies. We

conclude with a detailed consideration of two particular proton emitters: 150Lu and 146Tm.

RMS Detector Systems

The RMS M=Q separation and beam suppression alone cannot provide the high channel selec-

tivity necessary for studying nuclei far from stability. The high sensitivity comes from the detector

systems used together with the RMS. Much of the discussion contained in this and the following

section was also presented in Reference [30].

Presently detectors are placed at two RMS locations. The �rst is the target position to detect

prompt radiation as the nuclei are being produced. The second location is the focal plane where the

mass separated nuclei are detected by energy loss or radioactive decay.

An array of germanium detectors, CLARION (CLover Array for Radio-active ION beams), con-

sisting of 11 anti-Compton-shielded clover detectors, is currently in place around the target position

for in-beam -ray spectroscopic studies. Each clover consists of four germanium crystals; each crystal

has a relative e�ciency1 of about 25%. The total relative e�ciency for a clover is greater than 150%

when the add-back option is used. The absolute photo-peak e�ciency of a clover in the array for

1.33 MeV -rays is about 0.2%. Ten of the clovers have segmented electrodes to provide additional

1This e�ciency is stated relative to that of a standard 3 inch � 3 inch cylindrical NaI(Tl) crystal, assuming a
source of 1.333 MeV -rays placed at a distance of 25 cm.
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position resolution to help reduce the e�ects of Doppler broadening.

The electronics to process the signals for each clover detector and its BGO anti-Compton shield

is housed in a 4-slot wide CAMAC module equipped with FERA readout. This module includes

ampli�ers, constant fraction discriminators, four high resolution 14-bit ADCs for the energy from

each clover crystal, four low resolution 12-bit ADCs for energies from the three segmented electrodes

and the BGO sum energy, and �ve 12-bit TDCs. The modules feature computer control of functions

such as pole-zero adjustment and threshold settings, and multiplexed output of timing and energy

signals for inspection with an oscilloscope.

Early work was done with six clovers from the array without the anti-Compton shields. These

experiments were run with electronics from the old Oak Ridge CSS germanium array.

HYBALL, an array of charged particle detectors similar to the Microball system [31] used with

GAMMASPHERE, is nearing completion for use at the RMS target position. More details about

HYBALL can be found in Reference [4].

The detector con�gurations used at the focal plane usually employ a position sensitive avalanche

counter (PSAC), which detects the spatial separation of nuclei by M=Q produced by the RMS. The

PSAC covers an active focal plane area of 36 cm (horizontal) by 10 cm (vertical). Details on the

PSAC design and construction can be found in References [2, 3, 4, 32, 33]. Details on the mini-

PSAC (a smaller version of the PSAC which has been used at the Q3 momentum focal plane, the

achromatic focus, and the �nal focal plane and which has an active area of 6 cm � 6 cm) can be

found in Reference [34].

An ionization chamber may be placed behind the PSAC to provide Z-identi�cation of the recoils

within a mass group based on their energy loss. The ionization chamber is placed about 10 cm

downstream from the PSAC. It is large enough to accept most of the mass groups entering the

PSAC when the RMS is run in the diverging mode (compare Figures 2 and 21) and all of the mass

groups when the RMS is run in the converging mode. Details about the ionization chamber can be

found in Reference [4].

Another detector which may be placed behind the PSAC at the focal plane is the double-sided

silicon strip detector (DSSD) which is used to study the decay of implanted recoils by � or proton

emission. The DSSD covers an area 4 cm � 4 cm centered on the optic axis. When the RMS is run
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in the diverging mode this detector is placed some 30 cm downstream from the PSAC and accepts

one or two mass groups. When the RMS is run in the converging mode the DSSD is placed some

80 cm downstream of the PSAC at a position where the recoils are not distributed in M=Q; at this

position it accepts most of the recoils passing through the PSAC.

A moving tape collector may also be placed behind the PSAC to accept one of the mass groups.

Movements of the tape are used either to transport the activity of the implanted recoils to a detector

station away from the focal plane or to prevent long-lived activity from building up in front of a

detector station placed at the point where ions are implanted onto the tape. More details about

the moving tape collector system and the detector systems that can be used with it are given in

Reference [35].

Selected Results Illustrating Experimental Techniques Employed at the RMS

The challenge presented by the study of nuclei far from stability is the extremely low cross-section

with which they are produced compared to other reaction channels. This section describes some

of the research results to illustrate the experimental techniques used to combine the RMS with its

detector systems to study exotic nuclei.

Recoil- with Ionization Chamber Z-Identi�cation

One technique involves the use of the germanium array at the target position together with the

PSAC and ionization chamber at the focal plane. The PSAC and ionization chamber provide M=Q

and Z identi�cation of recoils for tagging the gamma rays observed at the target.

This technique was used to provide the identi�cation of prompt -rays in the N = Z+1 nucleus

79
39Y40 [36]. This nucleus was produced using the reaction 28Si(54Fe,p2n)79Y. Figure 23(a) contains

a plot illustrating the ionization chamber performance. Gating on the energy loss observed in the

ionization chamber for the mass 79 recoils allows one to obtain spectra with the enhanced presence of

-rays from the di�erent mass 79 isotopes. It is then possible to obtain a \clean" gamma spectrum

for each of the isotopes by doing an appropriate background subtraction. The new level scheme

for 79Y, shown in Figure 23(b), was constructed based on the RMS data together with data from

an earlier GAMMASPHERE experiment that did not employ a mass separator. The transitions
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Figure 23: Identi�cation of prompt -rays in 79Y. These results are from Reference [36]. (a) Ionization
chamber energy loss spectrum for mass 79 recoils obtained by gating on known -rays in 79Rb and 79Sr
and on the newly identi�ed 184 keV -ray in 79Y. (b) New level scheme for 79Y from the RMS experiment
together with an earlier GAMMASPHERE experiment. The transitions marked by \*" were observed in
the RMS experiment.
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marked by \*" were observed in the RMS experiment and could be uniquely assigned to 79Y. From

the GAMMASPHERE experiment alone, it would have been di�cult to extract this level scheme out

of the data and impossible to assign the -transitions unambiguously to 79Y. The main result of the

79Y study is that proton-neutron correlations, which are expected to be important for N�Z nuclei

in this region, did not need to be invoked explicitly in theoretical models to adequately describe the

data.

Charged Particle Decay Studies Using a DSSD

Another class of experiments involves using the DSSD placed behind the PSAC for proton emis-

sion studies. The DSSD consists of 40 horizontal strips positioned in front of 40 vertical strips to

provide 1600 individual pixels for detecting recoil implantation events and their subsequent decay

by � or proton emission. The large number of pixels means that it is possible to look for the decay

of an implanted ion on a comparatively long time scale before a new ion gets implanted into the

same pixel. (This time scale, of course, depends on the overall rate at which recoils are implanted

into the DSSD.) Results of research to study the decay of nuclei by proton emission using the strip

detector are discussed later in this chapter.

Recoil Decay Tagging

The DSSD (behind the PSAC) can also be coupled to the germanium array at the target. This

arrangement makes it possible to use the known � or proton decay of an exotic nucleus observed at

the focal plane to correlate with prompt -rays observed at the target. This technique is known as

recoil decay tagging (RDT). Even though the nuclei studied using the RDT technique are particle

unstable, they have many high energy excited states.

The DSSD-germanium array setup was used to identify -rays in 151Lu by tagging on its 80 ms

proton radioactivity [37]. This nucleus was produced using the reaction 96Ru(58Ni, p2n)151Lu with

a beam energy of 266 MeV. Figure 24(a) shows the -rays observed in coincidence with the mass 151

recoils at the focal plane. Figure 24(b), obtained by the further requirement that a proton from the

decay of 151Lu be present (with a background subtraction to eliminate randomly correlated events),

shows the -ray spectrum belonging to 151Lu. This is the �rst time that -rays from this nucleus

100



0

10000

20000

30000
69

.9
80

.8 14
0.

0 
16

7.
3 19

5.
4

20
5.

9

28
4.

5

33
8.

0 

39
3.

7 
41

5.
0 

425.6 

56
2.

0

62
4.

8 

68
1.

7

80
8.

8

12
55

.3
 

13
32

.2
 

                            (a)

Gated on A = 151

0 200 400 600 800 1000 1200 1400

ENERGY (keV)

0

20

40

60

C
O

U
N

T
S

30
2.

3
32

2.
0

40
2.

0
40

3.
0

43
0.

6

61
2.

3
64

2.
2

68
6.

1

86
2.

6
84

0.
4

95
2.

0

                            (b)

Correlated with the g.s.
proton decay in 151Lu

Figure 24: Data from Reference [37] showing the results from the 151Lu RDT experiment performed at
the RMS. (a) Prompt -rays correlated to mass 151 recoils reaching the focal plane. (b) Prompt -rays
correlated to the ground state proton emission of 151Lu observed at the focal plane.
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have been observed. An open question left by the experiment is whether the observed prompt

transitions feed the ground state or an isomeric state which may be expected on the basis of energy

level systematics in neighboring nuclei.

The RDT technique was also used at the RMS to obtain the �rst identi�cation of prompt -rays

in 113Cs [38]. This nucleus decays by emitting a 0.959 MeV proton with a half-life of 18:3� 3 �s.

Microsecond Isomer Spectroscopy

Another way to extract information about exotic nuclei is to use -decaying microsecond isomers

observed with clover detectors placed behind the PSAC at the focal plane. These isomers live long

enough to survive the ight time (typically a couple of microseconds) through the RMS. A variety of

detector setups can be used depending upon the exact nature of the experiment. The choice between

using the moving tape collector or a simple catcher chamber is dictated by the trade-o� between the

need to remove long-lived activity and the need to maximize detection e�ciency by packing more

detectors closer to the collection point. The kinds of detectors we have used around the collection

point include clover detectors with and without their anti-Compton shields and X-ray detectors.

One option is to perform spectroscopy on the decay of these isomers. A clean spectrum of the

isomeric decay is obtained by recording the -rays occurring within a time window of a few tens of

microseconds after the arrival of the recoil at the focal plane. The case of the N = Z nucleus 6633As33

is an example that illustrates the power of isomer spectroscopy at the RMS. This isotope has two

isomers with half-lives of 17 and 1.9 �s. They were �rst identi�ed and studied in a fragmentation

experiment at GANIL [39]. Fragmentation experiments have the advantage that the isomeric -

rays observed can be assigned unambiguously to a given isotope. However, because 66As is the only

nucleus with any microsecond isomers in theM = 66 mass chain, the RMS mass separation provides

completely clean conditions for studying these isomers as is illustrated in Figure 25. In this instance

the overall count rate obtained with fusion-evaporation at the RMS is about a factor of ten higher

than with fragmentation.

In cases where the �-decay of an isotope feeds a known microsecond -decaying isomer, the

-rays can be used as a unique tag to study the �-decay. This technique was applied at the RMS

to obtain the �rst half-life measurement of the important astrophysical rp-process waiting point
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nucleus 80Zr [40].

Another way to make use of a known -decaying isomer is to tag prompt -rays feeding the

isomer observed at the target position as in RDT. This technique was applied to the case of 66As in

a very recent experiment at the RMS. The experiment provided the �rst successful identi�cation of

the long-sought prompt -rays from this N = Z nucleus [41].

Proton Emission Studies

This section provides an overview of some of the insights that studies of direct proton emission

have to o�er. It focuses on the general proton radioactivity work performed at the HRIBF RMS:

the study of short-lived spherical and deformed proton emitters.

What Can Be Learned

The study of direct proton emission leads to three levels of insight into nuclear matter depending

on the quality of the measurements that can be performed. The �rst level of insight comes by simply

measuring the energy of the emitted proton. These energy values make it possible to measure relative

isotopic masses in a very remote region of nuclei. These energy measurements are obtained with

\trap precision" for nuclei which are too short-lived and which are produced in quantities too small

to be measured with current ion trap techniques.

The second level of insight comes with at least a rough measurement of the partial half-life for the

emitted proton. For spherical proton emitters, the comparison of such measurements to calculated

values makes it possible to tell from which proton orbital the proton is emitted. In this way it is

possible to use proton emitters to track the evolution of shell structure and nuclear shapes.

The third level of insight comes with a precise measurement of the proton partial half-life. These

measurements make it possible to extract information on the wave function composition of both

spherical and deformed unbound neutron de�cient nuclei. This point is illustrated for the case of

spherical proton emitters where the ratio of the proton partial half-life predicted by theory to that

observed experimentally gives the spectroscopic factor Sp. The spectroscopic factor is the probability

that the corresponding proton orbital in the daughter nucleus is vacant. As illustrated in Figure 26,
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a spectroscopic factor near zero indicates that the orbital is full, while a spectroscopic factor near

one indicates that the orbital is empty.

Studies at the HRIBF RMS

As explained in a recent review article on proton emission studies [42], the combination of two

new research tools have fueled the explosion in this work that has taken place in the 1990's. The

work in the past eight years follows a gap of seven years, beginning in 1984, in which no new proton

emitters were identi�ed. One advance was the development of new recoil separators such as the

Recoil Separator at Daresbury, the FMA at Argonne, and the HRIBF RMS. These devices bring

together good mass resolution and reasonable e�ciency. The other advance was the introduction

of double-sided silicon strip detectors (DSSD's) into nuclear research. The high pixelization o�ered

by these detectors leads to longer correlation times even in the environment of higher production

rates. New developments in the detector technology and electronics made it possible to extract

spectroscopic information for the �rst time from these types of detectors. The combination of

DSSD's and recoil mass spectrometers led to an unprecedented level of sensitivity and background

rejection for proton studies. This work began in Daresbury at the Recoil Separator; the FMA took

over in 1996 after the work at Daresbury stopped. The RMS contributions began in 1997. As a next

generation separator, the RMS with its very good beam rejection provides an even more hospitable

environment for these studies.

The proton emitters studied so far at Oak Ridge lie in the region just below the N = 82 shell

closure on the chart of isotopes as is illustrated in Figure 27. The proton (and neutron) shell model

orbitals active for this region of nuclei are s1=2, d3=2, and h11=2 as is illustrated for the case of
146Gd

in Figure 28. In this region of nuclei the decay modes that compete with proton emission are electron

capture and positron emission. In contrast to the case for isotopes above the N = 82 shell closure,

decay by �-emission does not compete with proton emission.

Obtaining an accurate determination of the proton partial half-life requires a measurement of

the branching ratio for proton emission compared to the other decay modes. Unfortunately, the

branching ratio for �+=EC decay is di�cult to measure. This problem is avoided, however, if the

half-life of the decaying state is short enough | on the order of microseconds | so that these other
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decay modes do not compete with proton emission. Thus, the observed half-life is essentially the

proton partial half-life.

A specialty of the proton emission work at Oak Ridge is the study of short-lived transitions |

with half-lives below �50 �s. The Oak Ridge collaboration broke new ground in the ability to

measure microsecond half-lives by optimizing the data acquisition techniques applied. The group

holds the world record for the shortest ground state proton emission yet observed | from 145Tm

with a half-life of 3:5� 1 �s [45].

The data readout in the acquisition systems currently being used for DSSD-based proton emission

studies can typically take on the order of a hundred microseconds. Therefore, the only way of using

these systems to observe a decay occurring just after (down to several microseconds after) the arrival

of a recoil is to record the decay in the same data event as recoil implantation. In the readout of the

\recoil" ADC's used to record the low gain signals from the higher amplitude implantation events,

the data acquisition system generates noise. This noise can trigger false events in the high gain

signals which feed the \decay" ADC's used to record the lower amplitude decay events. The Oak

Ridge contribution to the study of proton emission was to work out a way of delaying the readout

of the recoil ADC's so that only real events would be digitized in the decay ADC's. Recording the

implantation and decay data in the same event also required implementing a way of recording two

separate signals from the clock corresponding to the recoil and decay parts of the event.

Figure 29 illustrates another issue to be confronted in dealing with decay events which occur

within a few tens of microseconds following the implantation of a recoil into the DSSD. The high-gain

ampli�ers used for feeding the small amplitude decay signal into the decay ADC's become saturated

when they encounter the large amplitude signals from the implantation event. These ampli�ers can

take many microseconds to recover fully. If the decay event occurs before the ampli�er recovers,

then the energy of the decay (which is given by the amplitude of the decay pulse) is shifted by

an amount dependent on the time that the decay follows the implant. A good adjustment of each

ampli�er's pole-zero setting is important for getting consistent behavior resulting from this e�ect

from one channel to another. Figure 30 shows the dependence of the observed decay energy on

time for the fastest decay events in the case of 113Cs ions implanted into the DSSD with an energy

of about 40 MeV. It is possible to correct for this e�ect by using a pulser or a fast known proton
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emitter2 to track the channel by channel response of the system. The extent of the e�ect in time

depends on the amplitude of the recoil signal, which in turn depends on the energy with which the

recoils are being implanted.

The �rst proton work completed at the RMS was the identi�cation of the new isotope 145Tm

via its proton decay (t1=2 = 3:5 � 1 �s). The next proton study completed at the RMS identi�ed

the new isotope 140Ho [46] via its proton emission with a half-life of 6 � 3 ms. This experiment

was the �rst to employ a p5n reaction channel (with a cross section of only 13 nanobarns) to study

proton activity. The same experiment also resulted in the discovery of a proton emitting isomeric

state in 141Ho with a half-life of 8� 3 �s. Both of these isotopes are deformed proton emitters. In

addition to the RDT study [37] already described for the spherical proton emitter 151Lu, the same

experiment resulted in the identi�cation of a proton emitting isomeric state for the isotope with a

16� 1 �s half-life [47]. The remaining sections of this chapter are devoted to the story of the two

most recent additions to the Oak Ridge family of proton transitions: one in 150Lu and at least one

146Tm.

There are two general results that have come out of the work on proton emitters at Oak Ridge.

One result deals with deformed proton emitters. Our research showed that the properties of the

proton emitting states in 141Ho could be understood in terms of the superposition of spherical single-

particle wave functions. For 141gsHo and 141mHo, these states are predominately composed of wave

functions from higher l orbitals, but the decay width is dominated by the small admixture of the

lowest l component [46].

The other general result deals with the spherical proton emitters. Our work revealed trends in the

data for protons emitted from the d3=2 and h11=2 orbitals: the experimentally deduced spectroscopic

factors for the h11=2 emitters match the values expected from theory while the spectroscopic factors

for the d3=2 emitters are consistently below the theoretically predicted values. This result suggests

that the d3=2 emitting states are mixed (perhaps with the 2+ phonon state of the daughter core

nucleus coupled to the s1=2 proton) while the h11=2 emitting states are rather pure.

2We frequently use the proton emission from 113Cs.
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The Oak Ridge group will continue its pursuit of short-lived proton emitters with state-of-

the-art digital signal processing electronics. The group currently has forty channels of electronics

manufactured by X-Ray Instruments Associates which are housed in ten of their single-width DGF-

4C CAMAC modules [48]. Signals are fed directly from the DSSD preampli�ers into these modules

which are then read into the data acquisition via fast CAMAC readout. The much smaller size

and much simpler wiring layout means that the new system should be less susceptible to noise; the

resulting lower threshold settings (�100 keV) should thus enhance the observation of lower energy

proton transitions. Presently, the DGF modules can be run in two modes. In one mode, which

can be used for decays occurring more than 2 �s after an ion is implanted, programs running inside

the modules extract the small amplitude of the fast decay events riding on the tail of the large

implantation signal as well as provide the amplitude of the implantation signal along with the times

of the implantation and decay. In the other mode, which can be used for decays occurring in the

time range from 100 ns to 25 �s, the module can be programmed to dump the trace of the signal

from the preampli�er out to the data acquisition for later analysis for the interesting events in which

a decay promptly follows the implantation of a recoil.

The lower limit on the proton activity half-life observable with the present experimental ar-

rangement is determined by the RMS time-of-ight which is typically on the order of a couple of

microseconds because of its 25 m ight path. One idea for getting around this limit is to use the

strip detector at the RMS achromatic focus to reduce the time-of-ight by almost a factor of two.

Although the recoils are not separated by mass at the achromatic focus, this position should still

feature good beam rejection and perhaps an even higher transmission e�ciency. Because long cor-

relation times are not required for studying short-lived decays, the added selectivity provided by

mass identi�cation becomes less critical in this application. Another idea for getting around the

time-of-ight limit is to run experiments at the HRIBF's split-pole spectrograph [49] which can be

run in a gas-�lled mode to collect all recoil charge states and which has a ight path of only a few

meters corresponding to a time-of-ight on the order of 250 ns.
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Proton Emission from 150Lu

The material contained in this section is taken from a paper [50] accepted for publication. It

describes the results of an RMS experiment performed in June, 1998. Proton emission from 150Lu

was studied with a double-sided silicon strip detector placed at the focal plane of the Holi�eld

Radioactive Ion Beam Facility's Recoil Mass Spectrometer. The 150Lu nuclei were produced in the

96Ru(58Ni,p3n) reaction at a beam energy of 292 MeV. The half-life of the previously observed

proton emitting state at 1.261 MeV was re-measured to be 49� 5 ms. A new proton emitting state

in 150Lu was observed with a transition energy of 1:295 � 0:015 MeV and a half-life of 30+95
�15 �s.

These values are consistent with an l = 2 character for the new proton transition.

Motivation

Proton emission can serve as a probe for studying the nuclear structure of nuclei beyond the

proton drip line. Since an emitted proton must tunnel through a combined Coulomb and orbital

angular momentum barrier, the proton emission rate depends sensitively on the energy and angular

momentum of the proton. Thus the energy and half-life observed for proton emission can provide

information on low-lying single-particle states. Emitted protons serve as a much more sensitive

orbital angular momentum probe than emitted �-particles because the Coulomb barrier for the

proton is lower than for the �-particle while the orbital angular momentum barrier is higher (because

of the higher reduced mass for the �-particle).

The spherical nucleus 150
71 Lu79 lies just below the N = 82 shell closure. It was the �rst proton

emitter to be identi�ed through the 1p3n reaction channel [51]. This nucleus was observed to decay

with a half-life of t1=2 = 35� 10 ms by emitting a proton with energy Ep = 1:261� 0:004 MeV [52].

By comparing its half-life to values predicted using WKB calculations, the proton is interpreted to

carry an angular momentum of l = 5 [51, 52]. The recent observation of a second proton transition

from 151
71 Lu80 [47] motivated this search for a second proton emitting state in 150

71 Lu79. Two states

which emit protons have also been observed in both of the nearby odd-odd nuclei 14669 Tm77 [53] and

156
73 Ta83 [54, 55]. The setup at the focal plane of the Recoil Mass Spectrometer (RMS) at the Holi�eld

Radioactive Ion Beam Facility of Oak Ridge National Laboratory is sensitive to proton activities

down to the microsecond time scale. See, for example, the cases of 145Tm (t1=2 = 3:5� 1 �s) [45],
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151mLu (t1=2 = 16 � 1 �s) [47], and 141mHo (t1=2 = 8 � 3 �s) [46]. An important feature of

proton emitting states with microsecond half-lives is that since the competition from EC/�+-decay

is negligible, experimental spectroscopic factors can be calculated for these states assuming 100%

proton decay branching ratios.

Experimental Setup

Ions of 150Lu were produced in the reaction 96Ru(58Ni,p3n). The 315 MeV 58Ni beam was

supplied by the 25 MV tandem accelerator with an intensity of just under 5 particle nA. The target

consisted of 0.54 mg/cm2 of 96Ru (98% enrichment) on a 2 mg/cm2 gold foil which faced the beam.

The energy of the beam entering the Ru layer was about 292 MeV. The total beam-on-target time

for the experiment was 50 hours.

Reaction products recoiling from the target were separated into groups at the RMS [1, 3] fo-

cal plane according to their mass-to-charge ratio M=Q. A multi-wire, gas-�lled position sensitive

avalanche counter (PSAC) was used to observe the distribution of the mass groups at the focal

plane. The RMS was tuned for central recoils of mass M = 150, energy 99 MeV, and charge state

Q = 26+. After exiting the PSAC, recoils primarily from the 26+ mass 150 group were implanted

into a double-sided silicon strip detector (DSSD). Some recoils from the neighboring 26+ masses 149

and 151 also entered the edge strips of the DSSD. The DSSD had a thickness of 60 �m and an active

area of 40 mm by 40 mm. Forty 1-mm wide vertical strips on one face and forty horizontal strips on

the other face provided 1600 independent pixels for detecting the implantation of recoils and their

subsequent decays. An event observed in the DSSD was classi�ed as an implantation or decay by

whether or not the event was in coincidence with the PSAC. Decays occurring in a time window of

7 to 250 �s after an implant were recorded in the same event as the implant; decays occurring later

than about 350 �s after an implant were recorded as separate events. More details concerning the

use of DSSD's for proton and �-particle emission studies can be found in References [18, 45, 47]. A

900 �g/cm2 aluminum foil placed between the PSAC and DSSD was used to degrade the energy of

the recoils entering the DSSD to around 40 MeV.
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Figure 31: Decays occurring within 1 second after the arrival of a recoil at the DSSD. The peak from the
previously observed 1.261 MeV proton transition in 150Lu is clearly visible.

Results

Figure 31 shows the decay activity observed in the DSSD occurring within one second after an

implant; a mass gate has been placed on the recoils observed in the DSSD to reduce the events in

the plot originating from masses other than 150. The �-particle peaks from 155Yb and 155;156Lu

arise from isotopic contaminants in the target and appear in the plot because of the Q = 27+ M=Q

ambiguity. The peak from the previously observed 1.261 MeV proton emission from 150Lu is clearly

visible in Fig. 31. This peak, together with the 4.233 MeV line from the 150Dy �-decay, was used

to provide an energy calibration for the DSSD.

Figure 32 shows the counts observed in the 1.261 MeV proton transition vs. the time between

implantation and decay together with a weighted least-squares �t to the data. The data points

include a background subtraction (based on the number of events observed within the same time

intervals in nearby energy bins) to account for random correlations between implant and decay

events. Because of the excellent primary beam rejection of the RMS, the average implant rate per

pixel for the experiment was below one event per ten seconds. The previously observed half-life of

35� 10 ms [52] is consistent with our more accurately measured value of49� 5 ms; the new half-life

value is based on the observation of 430 proton events compared to about 40 events recorded in the

previous measurement.

The preampli�ed signal from each strip in the DSSD were split and passed to a low gain ampli�er
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Figure 32: Plot of counts in the 1.261 MeV proton transition of 150Lu vs. the time between implantation
and decay. Also shown is the least-squares �t to the data leading to a half-life value of 49 � 5 ms.

for processing the recoil implantation events and to a high gain ampli�er for processing the decay

events. References [18] and [56] provide details about the electronics and measuring techniques.

The decay ampli�ers become saturated when they encounter the large signal from an implantation

event (�40 MeV in the present experiment) and can take even up to a few hundred microseconds to

recover fully to baseline.3 For decays occurring within a few tens of microseconds after the implant,

the observed decay energy is typically shifted to higher values | the more prompt the decay, the

larger the shift | although the exact response with time varies from strip to strip because of the

ampli�er pole-zero setting. A strip-by-strip software correction for this e�ect has been applied to the

present data for decays following the implantation of recoils up to a time of 100 �s. This correction

is based on the response of the system to the proton emission from 113Cs (t1=2 = 18:3� 0:3 �s [38],

Ep = 0:959 MeV [57]) obtained from a 7 hour calibration run. (See Figure 30.) The 113Cs recoils,

produced in the 58Ni(58Ni,p2n) reaction, were implanted into the DSSD with the same energy

(�40 MeV) as the 150Lu recoils. The energy observed in a given strip was shifted by the amount

necessary to bring the 113Cs proton events occuring at similar time intervals after implantation to

3Note in Reference [47] that decay events which follow implantation events on a time scale of a hundred microseconds
are shifted down slightly in energy compared to decay events occurring at later times | compare the position of the
peak in Fig. 1(a) of Reference [47] to that of the lower peak in Fig. 1(c).
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Figure 33: Decays following the implantation of mass 150 recoils into the DSSD within (a) 25 ms and (b)
100 �s.

their proper energy value. Insu�cient 113Cs calibration data were available to extend the strip-

by-strip correction for decay events occuring beyond 100 �s; however, the observed energy shift is

generally small at times greater than 100 �s.

Figure 33 shows the decay events following the implantation of mass 150 recoils within (a)

25 ms and (b) 100 �s. Figure 33(a) shows the previously observed proton transition at 1.261 MeV.

Figure 33(b) reveals a new short-lived proton transition at an energy of 1:295 � 0:015 MeV. The

error bar on this energy measurement has been kept relatively large in view of the low statistics

and the di�culties associated with the energy shift of prompt decay events just discussed. Only the

decay events following implantation within 80 �s were used in the energy determination in order

to minimize the inuence of background events and because of the low statistics at later times of

the 113Cs calibration used to correct the energies. The new decay peak is interpreted as originating

116



from 150Lu proton emission since no other A = 150 nucleus (or contaminant product) originating in

the reaction is expected to be proton unbound [58]. The Q-value determined for the new transition

is 1:317� 0:015 MeV.

A half-life of 30+95
�15 �s was obtained for the 1.295 MeV proton activity by using the method of

maximum likelihood (see, e.g., Reference [59]) based on events following implantation within 80 �s.

The large error bars on this measurement reect the low statistics associated with the new peak.

For the 1.261 MeV proton peak 430 counts were observed, and for the 1.295 MeV peak about

10 counts were observed. Assuming an RMS e�ciency of �3%, these numbers imply a cross section

for the 1.261 MeV transition of about 3 �b and for the 1.295 MeV transition of about 50 nb. These

numbers are consistent with the predicted cross section of about 5 �b for the p3n channel from the

HIVAP [16] fusion-evaporation code.

Discussion

The shell model proton (and neutron) orbitals active in the neutron de�cient, A = 150 region

of nuclei are the s1=2, d3=2, and h11=2 orbitals. Two factors make it di�cult to interpret proton

emitting states from odd-odd shell model nuclei compared to the case of odd-even nuclei. (1) The

odd proton and odd neutron couple to create a state in the parent nucleus with a range of possible

spins Ipn: Ip+In � Ipn � jIp�Inj. (2) The state populated in the odd-even daughter nucleus is one

of the neutron single-particle spectator states s1=2, d3=2, or h11=2. It is not a 0
+ ground state that

lies far below any of the excited states, as is the case for the even-even daughters of the odd-even

proton emitters. Therefore a determination of the angular momentum carried by a proton emitted

from an odd-odd nucleus does not lead to a �rm assignment for the spin and parity of the emitting

state without additional knowledge about the �nal state in the daughter nucleus.

By comparing the experimentally deduced partial proton half-lives to values calculated from

various models based on the observed proton energy, it is possible to obtain nuclear structure infor-

mation from the proton emission data. Half-life predictions for the 1.261 MeV transition are given,

for example, in References [51, 52, 60, 61, 62]. Following the usual treatment of odd-odd proton

emitting states in shell model nuclei (see, e.g., [52, 53, 54, 55]), Table 17 presents the deduced proton

partial half-lives for the 150Lu proton transitions compared to the values calculated by assuming the
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Table 17: Comparison of the experimentally determined partial proton half-life values for the transitions in
150Lu to values calculated using the consistent WKB and the TPA methods [60].

Observed Calculated t1=2;p

0h11=2 1d3=2 2s1=2
Ep (MeV) t1=2;p

(�l = 5) (�l = 2) (�l = 0)

33� 3 ms 17� 2 �s 2:1� 0:2 �s (WKB)
1:261� 0:004 72� 7 ms a

30� 3 ms 17� 2 �s 2:2� 0:1 �s (TPA)

15+6
�5 ms 8+3

�2 �s 0:9+0:4
�0:2 �s (WKB)

1:295� 0:015 30+95
�15 �s

13+6
�4 ms 8+3

�2 �s 1:0+0:4
�0:3 �s (TPA)

a See text for a discussion of the quoted error.

protons originate from the s1=2, d3=2, and h11=2 proton orbitals. The deduced partial proton half-life

for the 1.261 MeV transition of 72 � 7 ms was calculated from the observed half-life of 49 � 5 ms

by assuming a �-decay partial half-life of 155 ms predicted in Reference [63]; the error on this value

was taken simply by scaling the error on the observed half-life. For the 1.295 MeV transition the

partial proton half-life is taken to be the observed transition half-life since this value is small enough

that the competition from EC/�+-decay should be negligible.

Table 17 lists calculated partial proton half-lives obtained from a semiclassical WKB estimate

and from the Two Potential Approach (TPA). Note that the WKB estimate used here is slightly

di�erent from the formulation presented in the review by Hofmann [64]. The �rst main di�erence

is that Hofmann's frequency factor � assumes a simple square well for the total potential inside

the classically allowed region, while our method uses the same combined nuclear plus Coulomb

potential in both the classically allowed region and the forbidden (barrier) region. The second

main di�erence is that in Hofmann's approach the parameters of the potential are all taken from

the values given by Becchetti and Greenlees [65] without any quantization condition imposed on

the WKB wavefunction inside the allowed region. In our approach, the strength parameter of the
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spherical Woods-Saxon potential, V0, is taken from the TPA eigenvalue problem. The half-lives

calculated in these two di�erent WKB methods sometimes di�er by as much as 30% . Details of

our \consistent" WKB method and of the two potential approach are given in Reference [60], and

the corresponding calculated half-lives are denoted \WKB" and \TPA" in the table. Note that the

\consistent" WKB calculations give half-lives that are in very good agreement with the TPA results.

For the 1.261 MeV transition, the experimentally deduced partial proton half-life of 72� 7 ms

is most consistent with the values calculated for an l = 5 character. This result implies that

the proton is emitted from the h11=2 orbital and con�rms the previous assignment [52]. For the

1.295 MeV transition, the observed half-life of 30+95
�15 �s is most consistent with the values calculated

assuming an l = 2 character implying that the proton is emitted from the d3=2 orbital.

If, as suggested in Reference [52], the 1.261 MeV transition originates from the ground state

of 150Lu, and if both proton transitions populate the same state (presumably the ground state) in

149Yb, then the 1.295 MeV transition originates from a state with an excitation energy of 34�16 keV

in 150Lu. Calculations following a spherical macroscopic-microscopic model [44] are consistent with

this picture. These calculations indicate that the ground state in 150Lu results from the coupling

of d3=2 neutrons to h11=2 protons while the excited state results from the coupling of d3=2 neutrons

to d3=2 protons. These calculations also indicate that the ground state in 149Yb is a d3=2 neutron

single-particle state.

The TPA half-life calculated for the state from which the 1.261 MeV transition originates, by

assuming an h11=2 assignment, is 30�3 ms. This result leads to an experimental spectroscopic factor

Sexpp = tth
1=2;p=t

exp
1=2;p (see [60]) of about 0.42. The uncertainties in the energy and half-life contribute

to an error of about �15%. Since the �-decay branching ratio was not measured, however, this

Sexpp value can in principle change substantially. The 0.42 result is close to the expected value of

Sthp = 0:54 from Reference [60].

Similarly, the TPA half-life calculated for the new state for a d3=2 assignment is 8+3
�2 �s. The

calculated half-life leads to an experimental spectroscopic factor Sexpp = 0:27+0:46
�0:22. Although not at

all precise because of the large error bars on the energy and half-life measurements, this result is
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less than the theoretical value4 of 0.73. The reduction of the experimental spectroscopic factor in

comparison to the theoretical value is consistent with a general trend observed for the d3=2 transitions

in odd-even proton emitters and discussed in Reference [47].

A new measurement with higher statistics is needed to obtain more accurate values for the energy

and half-life of the the new proton emitting state in 150Lu. Another motivation for repeating the

measurement is the possibility of observing proton transitions to excited neutron single-particle states

in the daughter 14970 Yb79. The experimentally observed level systematics shown in Reference [67] for

the N = 79 neutron states s1=2, d3=2, and h11=2 suggest that these states, one of which is the ground

state, lie within about 200 keV. Given the fact that the proton emitting states in 150Lu have a range

of possible spins from the coupling of the odd proton and neutron, transitions to excited neutron

states in the daughter cannot be ruled out. A WKB calculation [60] shows that the branching

ratio for a proton transition populating a state 100 keV above the ground state (and of the same

con�guration as the ground state) would be large | on the order of 10%.

Summary

In summary, the half-life of the previously observed 1.261 MeV proton transition in 150Lu (t1=2 =

35� 10 ms) was more accurately measured to be 49� 5 ms. Also, a new proton emitting state in

150Lu was observed with a transition energy of 1:295� 0:015 MeV and a half-life of 30+95
�15 �s. These

values are consistent with an l = 2 character for the new transition suggesting the properties of

proton emission from 150Lu are very similar to those of neighboring 151Lu [47].

A Search for Single-Particle States in 149Yb and 145Er

The material contained in this section is taken from a proposal [68] submitted to the HRIBF

Program Advisory Committee in March, 1999 requesting beam time for an experiment. The request

was approved and the results of the experiment are discussed in the next section (which begins on

page 128).

We propose to re-investigate the decay of the odd-odd nuclei 150Lu and 146Tm to search for

4The theoretical spectroscopic factor is given by u2j , which is the probability that the spherical orbital (nlj) is

empty in the daughter nucleus. The theoretical u2j value here was obtained following the calculations presented in

e.g. References [44, 60, 66].
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�ne structure in the proton emission. The primary aim of this study is to observe the neutron

single-particle levels for very exotic even-Z, odd-N daughter nuclei populated via proton emission.

The proposed experiment represents the �rst attempt to �nd �ne structure in the proton decay of

spherical nuclei. In the �rst experiments, these known emitters will be produced via the p3n fusion-

evaporation channel by using 92Mo and 96Ru targets and a stable 58Ni beam. The HRIBF Recoil

Mass Spectrometer (RMS) together with the Position Sensitive Avalanche Counter (PSAC) and a

DSSD-silicon particle telescope surrounded by a solar cell veto detector will be used to separate

and identify the products and to measure their decay properties. We foresee a continuation of this

experimental program with the radioactive 56Ni beam, which will allow us to use the pn instead

of the p3n reaction channel to provide enhanced selectivity for the study of the odd-odd proton

emitters.

Physics Motivation

The decay of odd-Z, even-N proton emitters near the magic N = 82 gap is well understood

in terms of a proton tunneling through the Coulomb and centrifugal spherical potential [60]. The

properties of the states involved in the decay process can be deduced from the measured energies and

half-lives of proton radioactivities. The observed rates indicate a rather pure �h11=2 con�guration

for the l = 5 emitters, while the l = 2 emitters have a mixed con�guration of the �d3=2 wave

function with the proton in the s1=2 orbital coupled to the 2
+ phonon [47, 69]. The latter part of the

I�=3/2+ wave function would dominate the proton decay to the 2+ excited state of the even-even

daughter nuclei. However, because of the high excitation energy of the 2+ state in the daughter

nuclei (about 600 keV for the A � 150 spherical region), this l = 0 transition width is dramatically

reduced in comparison to the l = 2 transition to the ground-state. With the presently available

experimental production rates, �ne structure in the proton emission from these exotic nuclei is

therefore unobservable. The information on the even-even daughter nuclei gained from the proton

emission studies is limited to the relative energy of the 0+ ground-state and its proton occupancy

factor.

In principle, the study of the proton-decaying odd-odd nucleus can o�er more information on the
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Figure 34: States available for the observation of �ne structure in the proton emission from from 150Lu
and 146Tm. The ordering and excitation energies of the neutron single-particle states in 149Yb and 145Er
were calculated using a spherical macroscopic-microscopic model [44]. The proton transitions are from
experimental observations [50, 52, 53, 70].

states in the daughter system. The �nal state, presumably a ground-state, should have one neutron-

quasiparticle con�guration corresponding to a neutron spectator for the initial �-� state. However,

one can also consider a proton transition to an excited neutron state. As with the proton orbitals,

the neutron states �s1=2, �d3=2 and �h11=2 are expected to be close to each other for the region of

nuclei under consideration. The resulting neutron band-heads are at low excitation energies in the

even-Z, odd-N daughter nuclei. As illustrated in Figure 34, these three neutron states are calculated

(by using a macroscopic-microscopic model | see Reference [44] and earlier references therein) to be

within � 80 keV for both 149Yb and 145Er. Therefore, the energy factor alone does not exclude the

possibility of observing �ne structure in the proton emission. For example, we calculated a relative

branching ratio of 85 : 15 for the decay of 150gsLu to the ground state and to a 70 keV excited state

in 149Yb, and of 90 : 10 for the decay of 146Tm to corresponding states in 145Er. See also the next
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section.

There may indeed be nuclear structure e�ects present that would act to suppress transitions

to excited low lying states in the daughter. For example, there might be a proton rate truncation

related to the change of the initial con�guration of the neutron spectator. Within the very simple

picture we have discussed, the only mechanism for such a process is an energy change and is already

accounted for in the treatment given above. For the �s1=2 and �d3=2 orbitals, the low-lying levels

might have mixed con�gurations which could help in the observation of �ne structure in the proton

decay of the odd-odd nuclei under consideration.

Proton Emission from 150Lu

For the odd-odd nucleus 150Lu two proton decaying states [50, 52, 70] have been reported (see

Figure 35). The �d3=2 and �h11=2 orbitals are responsible for the l = 2 and l = 5 transitions, respec-

tively. The existence of these two proton-emitting orbitals facilitates the search for �ne structure by

allowing a broader range of possible �nal states. Additionally, an experiment on the 150Lu activity

should allow us to con�rm the evidence for 150mLu [50, 70] and measure its decay properties more

precisely. The top plot in Figure 35 shows the low energy particle spectrum from the previous work

[50, 70] which contains the peak from the h11=2 protons emitted with a 49 ms half-life. Figure 36

shows the branching ratio calculated for an l = 5 transition to an excited state in 149Yb as a function

of the excitation energy | the \�ne structure" branching ratio for the 49 ms decay. Also shown

in the �gure is the observation limit reached in the previous work [50, 70]. As discussed in the

section below beginning on page 127, the experiment we propose will provide up to a factor of 20

enhancement in sensitivity. This gain will put us in a strong position to observe �ne structure in

the proton decay in spite of hindrances from nuclear structure e�ects which are not accounted for

in the simple calculations used to estimate upper limits for these branching ratios.

Proton Emission from 146Tm

For odd-odd 146Tm both known proton-emitting states are interpreted in terms of l = 5 emission.

The h11=2 proton is probably either coupled to two di�erent neutron states or coupled in two di�erent

ways to the same neutron state. The nucleus 146Tm is the only spherical proton emitter yet observed
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Figure 35: Top: Low energy particle spectrum showing 150gsLu decay events occurring within the �rst 50 ms
after recoils are implanted into the DSSD. The background results primarily from higher energy �-decay
events in which the �-particles escape from the front of the DSSD thus depositing only part of their energy
into the detector. Bottom: The low energy particle spectrum showing the 150mLu decay events occurring
within the �rst 100 �s after recoils are implanted into the DSSD (�nal analysis with overload corrections [47]
included).
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Figure 36: Calculated branching ratio using the WKB approach of Reference [60] for the l = 5 proton
transition to an excited level in 149Yb as a function of the daughter state excitation energy. Since only
energy di�erence for the proton decay energy Qp was accounted for, this curve should be understood as
an upper limit for the \�ne structure" branching ratio. Also shown is the observation limit reached in the
previous experiment [50, 70]. The experiment we propose will increase the sensitivity by up to a factor of
20.
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to have two proton-emitting states assigned to the same orbital [53, 60]. The neighboring proton-

emitting odd-even and odd-odd pair of isotopes 151Lu and 150Lu both have a long-lived proton-

emitting state based on the h11=2 orbital and a short-lived state based on the d3=2 orbital. The

�h11=2 and �d3=2 proton-emitting states are known also for odd-even 147Tm. The nucleus 146Tm

has not been studied with a system sensitive to short-lived proton activity. The HRIBF system,

sensitive to proton half-lives as short as a few microseconds, very well may reveal a new proton-

emitting state in 146Tm (based on the d3=2 or s1=2 orbital), which would make it the �rst nucleus

observed with three proton-emitting states. If found, such a short-lived state would allow for a

broader range of possible �nal states in the search for �ne structure.

Because fewer �-emitters are produced in the reaction used to make 146Tm, the low energy

particle spectrum for 146Tm (see Reference [53]) has a much lower background from escaping �-

particles than does the spectrum for 150Lu (see top plot of Figure 35). This fact, together with the

existence of the two proton-emitting states in 146Tm with millisecond half-lives, makes this nucleus

an excellent case for a search for �ne structure on the millisecond time scale.

Final Remarks

It is important to note that the purpose of the proposed study | namely to observe the excited

neutron states in the very exotic nuclei 149Yb and 145Er | cannot be achieved by using presently

existing \in-beam" spectroscopic techniques. Proton radioactivity studies might o�er the only way

to access this important information on the structure of nuclei beyond the proton drip-line. A par-

ticularly attractive option is to extend the proposed stable 58Ni beam experiment to one employing

radioactive 56Ni when this beam become available at HRIBF. Since high selectivity and a low back-

ground in the low energy part of the recorded particle spectrum are crucial factors for observing �ne

structure, use of a pn reaction channel instead of one involving p3n is highly desirable.

Detector Setup for Fine Structure Studies

Figure 37 shows the detector arrangement to be used at the RMS focal plane in the proposed

experiment. By running the RMS in the converging mode we can deposit two charge states from

the mass of interest instead of one into the DSSD for study. The converging mode thus provides
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Figure 37: Proposed detector arrangement to be used in the study of proton emission from 150Lu and
146Tm.

roughly a factor of two increase in the production of the nuclei under study in comparison to the

previous work in which only one charge state was used. Two detectors in our setup were not used in

the previous work and are included now to provide better purity of the low energy particle spectra

obtained from the DSSD| the solar cell box and the thick silicon detector. The thick silicon detector

is placed behind the DSSD to detect �-particles and �-delayed protons (�p's), thus providing a veto

signal for �p events. Since the silicon detector covers half of the solid angle into which nuclei in the

strip detector can emit �- and �p-particles, it can reduce background events from �p's by a factor

of two. The solar cell box is an arrangement of 4 inexpensive photo-voltaic cells around the sides of

the front surface of the DSSD to detect charged particles (�- and �p-particles) which do not deposit

their full energy into the DSSD because they escape from its front surface. Since the solar cell box

covers more than 80% of the solid angle from the front of the DSSD, the veto signal it provides can

reduce background events from escaping �-particles by up to a factor of �ve.

Beam Time Request

For the 150Lu study we requested 5 days of beam time (15 shifts). In comparison to the previous

HRIBF run [50, 70] a factor of two increase in statistics can be obtained from running time and

up to a second factor of two increase from using the converging mode of the RMS. The use of the

solar cell and silicon veto detectors can provide up to an additional factor of �ve in sensitivity from

the reduction in background caused by escaping �- and �p-particles. We thus improve our overall

sensitivity for observing �ne structure by up to a factor of 20. In this experiment there is the chance
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to observe �ne structure not only on the millisecond time scale from the long-lived proton-emitting

state but also on the microsecond time scale from the short-lived state. The availability of the new

DSSD electronics can increase the sensitivity for observing �ne structure on the microsecond time

scale by extending the observation window to shorter times.

For the 146Tm study 5 days of beam time (15 shifts) were requested. In comparison to the

previous study performed at Daresbury [53], a factor of three increase in statistics can be obtained

by increasing the beam current to 15 particle nA. Up to a factor of two increase can come from using

the converging mode of the RMS. A factor of �ve increase can come from running time since the

previous experiment lasted 18 hours. Up to a factor of �ve increase in sensitivity is expected from

the background reduction provided by the solar cell box and the thick silicon detector for escaping �-

and �p-particles. Thus the overall sensitivity for observing �ne structure can be increased by up to a

factor of 150 in comparison to the previous work. This improvement factor is larger than the factor

of 20 for 150Lu because a much more optimized setup was used for the recent 150Lu work [50, 70]

than was used in the earlier study of 146Tm [53].

Summary

Searches for �ne structure in the proton emission from the odd-odd nuclei 150Lu (15 shifts) and

146Tm (15 shifts) are proposed in order to observe low-lying neutron states in the exotic daughter

isotopes 149Yb and 145Er. The 150Lu study will be done �rst to ensure that we take advantage of

the access we presently have to the very rare 96Ru target. The overall improvement in the detection

power of the proposed experiment is up to a factor of 20 in comparison to the previous HRIBF study

of 150Lu and up to a factor of 150 in comparison to the study of 146Tm at Daresbury.

Latest Work on 150Lu and 146Tm

This section describes the latest results from experiments performed in the summer of 1999 to

search for proton transitions to excited states in the daughter nuclei of the proton emitters 150Lu

and 146Tm. This work is based on the proposal presented in the previous section. These results are

a last-minute achievement and were not originally intended to be a part of this dissertation. The

intention here is not to present experimental results that have been analyzed down to the last detail.
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The spirit of this section, rather, is to give a avor of on-going work related to what has already

been presented.

150Lu

Among the motives for repeating the proton study of 150Lu was the need to obtain better statistics

for determining the half-life of the new proton emitting state more precisely. The low statistics of

the previous experiment led to so much uncertainty in the value we obtained for the half-life that

we were not able to make use of the advantage o�ered by fast proton emission for determining the

spectroscopic factor accurately | namely, that we do not have to worry about competition from

the unknown branch to the EC/�+ decay for determining the proton partial half-life. Additionally,

the idea of searching for proton transitions to excited states in the daughter came from the data

presented in Figure 33(b). The collection of three counts at 1.18 MeV suggests a peak caused by such

a transition. Again, the low statistics of the previous experiment made it impossible to conclude

whether this three count \peak" is real or not.

In this discussion, the 150Lu experiment which took place in 1998 is referred to as the \�rst"

experiment and the one which took place in 1999 is referred to as the \second" experiment. Figure 38

summarizes the di�erences in the setup used for the two experiments. In the �rst experiment, the

RMS was run in the diverging mode so that only a single charge state (26+) of mass 150 ions was

implanted into the strip detector. Use of the converging mode in the second experiment meant that

two charge states (25+ and 26+) could be implanted into the strip detector. The second experiment

also employed a thin carbon foil placed 10 cm down stream from the target position while the

�rst experiment did not. The purpose of this charge reset foil is to re-establish the charge state

distribution for recoils whose charge states were disrupted by prompt internal conversion decays

occurring during the 10 ns time-of-ight between the target and reset foil. The second experiment

made use of the same beam (58Ni ions at an energy of 315 MeV) and target (0.54 mg/cm2 of 96Ru |

98% enriched | on a 2 mg/cm2 gold foil, with the gold foil placed facing the beam) as was used in

the �rst experiment.

Figure 39 compares the low energy decay events observed within the �rst 100 �s from the �rst

and second experiments. The spectrum from the second experiment features three times more counts
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Figure 38: Comparison of the two experimental setups used to study proton emission from 150Lu. In the
�rst experiment the RMS was run in the diverging mode to implant a single charge state of mass 150 recoils
into the strip detector as is illustrated in (a). In the second experiment the RMS was run in the converging
mode to deliver two charge states of mass 150 ions into the strip detector as is illustrated in (b); also a thin
carbon foil placed 10 cm downstream from the target was used to reset the charge state distribution of the
recoils.
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Figure 39: Data for the new proton transition at 1.295 MeV from (a) the �rst experiment and (b) from the
second experiment. The data in (a) is from Figure 33(b).
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Figure 40: Time behavior of 150Lu 1.295 MeV proton transition from the second experiment. This data
leads to a half-life estimate for the transition of 32 �s.

in the new transition together with a reduced background. We have not yet had a chance to make

a careful determination of the half-life for the 1.295 MeV proton emitting state based on the data

from the second experiment, but it is clear that we will be able to obtain a much more precise value

from the new data. Figure 40 shows the time projection of this peak from the on-line data; the

counts in this spectrum lead to a half-life estimate of 32 �s, con�rming our previous assignment

of a d3=2 proton orbital to this transition. This half-life leads to an experimental spectroscopic

factor of Sexpp = 0:25, which is signi�cantly less than the theoretical value of 0.73 [60]. This result

is consistent with the trend we have noted for other d3=2 proton transitions. Figure 39(b) clearly

shows no evidence for a proton transition at 1.18 MeV. The three count \peak" in Figure 39(a) is

apparently the result of background events and low statistics.

A large enhancement in the counts observed in the second experiment for the new 150Lu tran-

sition is related to the use of the charge reset foil behind the target. While the total number of

events observed in the longer-lived proton transition at 1.261 MeV was almost the same for the two

experiments (about 430 counts), we saw about 3 times as many total counts for the shorter-lived
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Figure 41: Level scheme illustrating how a nanosecond isomeric state populated in-beam and decaying
by internal conversion could inuence the observation of the fast proton transition at the focal plane for
150Lu depending on whether or not a charge reset foil is used just behind the target. An internal conversion
transition occurring during the recoil's time-of-ight through the RMS can disrupt its charge state causing
it not to reach the focal plane. If the transition occurs within about 10 ns | the time-of-ight for the recoil
between the target and a reset foil placed 10 cm downstream from the target | the use of a reset foil can
recover these lost ions by re-establishing their charge state distribution.

transition at 1.295 MeV in the second experiment (33 counts compared to 10). This signi�cant

increase in events shows that the state from which the 1.295 MeV proton transition originates is

fed by a short-lived isomer (with a half-life on the order of 10 ns or less) which decays by internal

conversion while the state from which the other proton transition originates is not. Figure 41 gives

a schematic illustration of the kind of feature that must be present in the level structure of 150Lu

populated in our reaction to account for this result.

146Tm

We produced 146Tm with a p3n reaction channel. The target consisted of 0.91 mg/cm2 of 92Mo

and the beam was 58Ni at an energy of 292 MeV. As with the second 150Lu experiment | see

Figure 38(b) | we made use of a charge reset foil 10 cm behind the target, and we ran the RMS

in the converging mode to implant two charge states (26+ and 27+) of mass 146 ions into the strip

detector. We scaled the RMS to accept central ions of 146Tm at an energy of 90 MeV.

The previously published work on 146Tm [53] identi�ed two proton transitions: one at 1:119�

0:005 MeV with a half-life of 235 � 27 ms and the other at 1:189 � 0:005 MeV with a half-life of

72� 23 ms. The Oak Ridge experiment represents an enhancement in the observed proton events

by a factor of 20 over the previously published results. This new data set will clearly yield a better
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Figure 42: Decays following the implantation of mass 146 recoils into the DSSD within 250 �s. This plot
illustrates that we found no evidence for a microsecond proton transition in 146Tm.

determination of the half-lives of the two known proton transitions.

One result from this experiment is that we did not �nd a new proton transition with a half-life

on the microsecond time scale. Figure 42 shows the low energy decay events observed within 250 �s

following the implantation of mass 146 ions into the DSSD. Other than a few background events

(presumably from escaping �-particles) the only events are from the strongly populated, previously

observed proton transition at 1.12 MeV.

Another result from the experiment is that we observed at least one new proton transition from

146Tm. Figure 43 shows how we processed the on-line data to see the new transitions. Figure 43(a)

shows the decay events observed on a much longer time scale than the previous �gure | up to 50 ms

after the arrival of a mass 146 ion at the detector. The two previously observed proton transitions

are clearly visible at the lower end of this plot together with lines from longer-lived �-transitions

which appear between 4 and 5 MeV. Figure 43(b) shows the decay events occurring within a 50 ms

time window 500 ms after the arrival of an ion. This plot gives a feel for what part of the events

in Figure 43(a) are caused by long-lived activities and random events. Figure 43(c) is obtained by
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Figure 43: (a) Decays following the implantation of mass 146 recoils into the DSSD within the �rst 50 ms.
(b) Decays in a 50 ms time window occurring half a second after the implantation of mass 146 recoils. This
spectrum shows the contribution to the background in (a) from random correlations and long-lived decays.
(c) A background subtracted spectrum of the decays occurring within 50 ms from the implantation of mass
146 ions. This spectrum was obtained by subtracting (b) from (a).
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Figure 44: Expanded view of the proton peaks from Figure 43(c). The labels on the peaks are given for
the channel with the highest number of counts. The color shading on the peaks shows the channels used to
generate the time projections given in Figures 47 and 48.

subtracting the spectrum in (b) from that in (a). As the disappearance of the �-particle lines shows,

this approach does a reasonably good job of eliminating the random events from the Figure 43(a).

Presumably this approach does an equally good job of eliminating the random background events

in the vicinity of the proton peaks caused by escaping �-particles.

Figure 44 provides a closer look at the low energy region of interest in Figure 43(c) around the

strong proton peaks. Below these two peaks there are a few smaller peaks indicating new proton

transitions | perhaps to excited states in 145Er. The peak at 1.05 MeV could be at least in part

caused by the strong proton transition in 147Tm; we have not yet had a chance to screen the data

from this possible source of contamination. There are at least two other reasonably strong new

peaks: one at 0.93 MeV and the other at 1.02 MeV.
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Figure 45: Proton transition spectra from the 146Tm experiment for the cases of (a) shallow and (b) deep
implantation of recoils into the DSSD. Even with their poor statistics arising from the limited running
times, these spectra show that the new peaks remain under very di�erent experimental conditions. The
peaks do not appear to be produced by escaping protons from the 1.12 and 1.19 MeV transitions. These
background subtracted spectra were produced following the same procedure used to generate the spectrum
in Figure 43(c).

When using strip detectors to study decay by charged particle emission, it is generally a good

practice to slow down the recoils by using a degrading foil to decrease the amount of energy they

deposit into the detector. This technique minimizes problems with the overloading and recovery of

the decay ampli�ers which can change the observed energy of prompt decay events as was discussed

beginning on page 108. For the 146Tm experiment, however, we have shown that shifts in the ob-

served energy of prompt decay events is not at all a critical issue since there is no fast proton activity.

To investigate whether the new proton peaks might not somehow be caused by the process of pro-

tons from the two strong proton transitions escaping from the front of the detector, we substantially

varied the depth of the implanted ions by choosing whether or not to use a thin copper foil in front

of the strip detector | see Figure 38(b) | to lower the energy of the implanted ions. Without the

degrader in place, ions arrive at the strip detector with an energy of more than 60 MeV. The use

of a 2.27 mg/cm2 Cu degrading foil reduces the energy of the recoils well below 20 MeV. Figure 45

compares the low energy decay spectrum produced with (a) shallow and (b) deep implantation of

recoils. These background subtracted spectra, which show the decay events occurring within 50 ms
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Figure 46: Inuence of the implantation depth of ions in the DSSD on the background from escaping
�-particles in the decay spectrum. Both data sets were obtained in the 146Tm experiment. As is shown
in (a), the hump from the background overlaps the energy region where the proton transitions occur when
a degrader foil is used to lower the energy of the ions entering the DSSD. The distribution of background
events shifts to higher energy, away from the critical region where proton transitions are observed when no
degrader foil is used to slow down the ions as is shown in (b).

of the arrival of an ion at the DSSD, were produced following the same procedure used to produce

Figure 43(c). The result of this test is that the new peaks remain present even under very di�erent

implantation conditions. This test gives us con�dence that the peaks are indeed real.

Figure 46 demonstrates the advantage of not using a degrader to slow down the recoils by showing

the e�ect of the implantation depth of recoils on the background caused by escaping �-particles. The

plots in the �gure show the decay events observed within the �rst second after the arrival of recoils

at the detector (a) with and (b) without the degrading foil. (No background correction was applied

to these plots.) By implanting the ions more deeply into the detector, we shift the distribution of

background events from escaping �-particles to higher energies | away from the critical region of

interest near 1 MeV where we observe the new proton transitions. Deeper implantation into the

detector means that the �-particles deposit more partial energy into the detector before escaping

from the front. Thus, by not using a degrader we gain by reducing the background in the critical

part of the decay spectrum where the proton activity is observed. The plot presented in Figure 44

was generated by using data from all runs and contains data produced with and without the use of
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Figure 47: Time projection of the 0.93 MeV peak (shown in red) from the 146Tm experiment in comparison
to the time projections of the proton transitions at 1.12 and 1.19 MeV. The decay behavior of this new
transition is similar to the decay behavior of the 1.19 MeV transition which has a half-life of 70 ms.

the degrader foil in front of the DSSD. Most of the runs were performed without using the degrader.

Figure 47 shows the decay behavior of the 0.93 MeV peak (displayed in red) compared to that of

the two strong transitions. (The spectra in this �gure include a correction for background activity. 5)

The decay behavior of the 0.93 MeV transition follows the decay behavior of the 1.19 MeV transition

which has a half-life of around 70 ms. Assuming that both transitions originate from the same state

in 146Tm, we obtain a preliminary branching ratio of 20% for the 0.93 MeV transition compared to

80% for the one at 1.19 MeV by summing the counts in the corresponding data sets in Figure 47.

Figure 48 shows the decay behavior of the 1.02 MeV peak (displayed in green) compared to that

of the two strong transitions. These spectra include the same type of background subtraction as was

used for the spectra in Figure 47. Because of the low statistics associated with the 1.02 MeV peak

it is di�cult to conclude, at least for now, if this transition has a half-life that matches the half-life

5To perform this correction a spectrum taken to represent the background from random correlations and escaping
�-particles was generated by summing the time projection of the data in energy bins from 0.60 to 0.80 MeV with
the time projection of data in energy bins 1.25 to 1.45 MeV. The normalization factor used for subtracting this
background from the time projection of the data in each energy peak was determined by requiring the sum of counts
in the resulting time spectrum between 1.5 and 2.5 seconds to be roughly zero.
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Figure 48: Time projection of the 1.02 MeV peak (shown in green) from the 146Tm experiment in comparison
to the time projections of the proton transitions at 1.12 and 1.19 MeV. The low statistics of this new transition
make it di�cult to tell whether its decay behavior matches that of one of the other two transitions.

of one of the two strong transitions.

At this early stage of the analysis the interpretation of this data are not clear. One approach

to the data is to interpret the new proton lines as originating from decays to excited states in the

daughter nucleus. Figure 49 shows one such possible level scheme suggested by the data | in

particular by the similarity in half-life of the 0.93 and 1.19 MeV transitions. The assignment given

to the 0.86 keV transition is quite speculative and is entirely based on the similar energy di�erences.

There is also a surprise with the branching ratio shown for the proton transitions de-populating the

state at 1.19 MeV. The branching of 20% for the 0.93 MeV transition is much too large compared

to the value of 0.04% expected by using a calculation based on the WKB approach presented in

Reference [60]. Thus, if indeed the 0.93 MeV transition is to an excited state in 145Er there would

have to be some nuclear structure e�ect present which strongly enhances this branch compared to

the 1.19 MeV branch.

Another explanation for the data | at least for the peak at 0.93 MeV | is to argue that this

line originates not from decays to excited state in 145Er but that instead it arises from a new proton
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Figure 49: Tentative level scheme showing possible proton transitions to excited states from 146Tm.

emitting state in 146Tm with a d3=2 orbital assignment. A calculation based on the WKB approach

presented in Reference [60] supports this scenario by predicting a proton partial half-life of 63 ms

for a 0.93 MeV transition from 146Tm.

It is clear that a more careful analysis of the data together with more thought into its interpre-

tation is needed to make progress in settling these questions. If the new proton transitions we are

observing are to excited states in the daughter nucleus, this would be the �rst time this e�ect has

been observed in the case of a spherical proton emitter. This scenario is supported by the presence of

more than one new proton transition in the data. If, on the other hand, the transition at 0.93 MeV

is the manifestation of a new proton emitting state in 146Tm, the result is still very important. This

would be the �rst case in which a nucleus has been observed with more than two proton emitting

states.

Outlook

Designed to be a new generation in a series of recoil mass spectrometers, the RMS has certainly

lived up to expectations regarding its performance. Not only has the RMS repeatedly demonstrated

its use as a powerful new research tool, but also there are a wealth of ideas on how to extend its use
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by employing its unique achromatic focus. One idea being pursued is to place a detector station at

the achromatic focus to take advantage of the shorter recoil ight path, good beam rejection, and

possibly higher e�ciency o�ered by the momentum achromat alone. Another idea is to run with

a detector station behind all or part of the momentum achromat �lled with a low pressure gas to

enhance the charge state collection e�ciency and to reduce the time-of-ight.

There are no impediments in sight to slow down the success of present lines of research taking

place at the RMS including the study of proton emitters. As the Holi�eld Radioactive Ion Beam

Facility carries out its challenging research and development mission as a �rst generation facility to

develop sustainable and usable radioactive ion beams (RIBs), it is clear that these new beams will

not be available 100% of the time. The RMS is ready and able not only to make use of these exotic

beams, but also to make the most e�ective use of our nation's accelerator resources in Oak Ridge by

doing the highest quality of nuclear research possible with stable ion beams as well. Carrying out the

best research with stable beams is an essential part of the process that will allow the community of

RMS users to develop the techniques and ideas necessary to address the di�cult technical challenges

of doing good science with low intensity RIBs.

The RMS possesses a true wealth of detector systems and electronics. In terms of this combina-

tion of resources there is not a better equipped nuclear structure laboratory in North America and

perhaps even the whole world. Those of us who use the RMS must not think in terms of why the

the conventional experiments of the past will fail. We must open ourselves to the possibilities of the

not-yet-dreamed-of experiments of the future | to the experiments that we clearly already have

the resources to make happen. The recent 66As isomer decay tagging experiment mentioned briey

on page 104 is an outstanding example of this spirit | by making an imaginative yet simple use of

the abundant resources at our disposal. The RMS user community has the opportunity to create a

center for uncovering exciting new physics with low intensity RIBs.

The future of the RMS looks bright.
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